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#### Abstract

Quantum fluids are a fascinating state of matter, permitting extraordinary insights into the behaviour of macroscopic quantum systems. Most strikingly, they possess the property of superfluidity, enabling inviscid flow. Whilst irrotational in nature, singularities in the fluid provide localised vorticity in the form of quantised vortex filaments. Interaction between these vortex structures provides rich dynamical behaviour which is interrogated within the first part of this thesis. Furthermore, one expects the equilibrium and dynamical properties of a trapped superfluid system to vary in response to changes in dimensionality. Whilst dimensionality crossovers have previously been considered both experimentally and theoretically, the nature of the dimensional crossover between the 2D and 3D phase transitions in a trapped Bose gas remains relatively unexplored and forms the secondary focus of this thesis. Initially, we consider the effects of disordered potentials, protuberances and remnant vortices for a zero temperature weakly interacting Bose gas under rotation. Focusing particularly on a rough bucket potential we draw parallels with superfluid helium experiments, where such effects must be considered. Our findings elucidate important insights on the effects of vortex proliferation in the spin-up dynamics of a quiescent system towards the simple and well-reproduced vortex lattice structure. We then go on to discuss the effects of dimensionality on the finite temperature weakly interacting Bose gas, this time concentrating on a hybridised optical trap that allows one to modify the trapping strength along a singular direction. Utilising the stochastic projected Gross-Pitaevskii equation (SPGPE) we validate our approach based on previous findings at the dimensional extremes before considering in greater detail, the precise nature of the crossover region. We introduce a novel mixed basis numerical scheme to solve the SPGPE in the hybridised geometry. Using this, we identify and numerically extract a phase transition temperature as a function of dimensionality using a collection of equilibrium statistics. Building on this work, we subsequently conduct a numerical investigation into the propagation of sound as a function of dimensionality in the trapped Bose gas. We discover new insights on the properties of the sound across the phase transition at the dimensional extremes. We then extend our work into the dimensionality crossover region, paying particular attention to the behaviour of the sound at the phase transition critical point.
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## Introduction

In recent decades, atomic Bose gases have proven to be an invaluable tool in the understanding and investigation of many-body systems [1, 2]. The successful implementation of highly-controllable trapping geometries, the tuning of inter-atomic interactions and the advances of in-situ visualisation of Bose gases have allowed them to be used as a platform for the discovery of novel phenomena. One potential avenue that remains relatively unexplored is the effect of dimensionality on phase transitions of the Bose gas. Phase transitions are ubiquitous and omnipresent in the universe around us. However, it is not often the case that we have direct control over the topology of a system in order to explore such phase transitions as a function of dimensionality. Recent experimental developments allow us to confine Bose gases in homogeneous and semi-homogeneous trapping geometries [3-5], permitting the direct investigation of the aforementioned scenario. Let us begin, by briefly introducing the theory of Bose-Einstein condensation.

## Bose-Einstein condensation

The theory of quantum mechanics is split between two constituent particles: fermions and bosons. In fact, particle distinguishability lies at the very core of quantum mechanics. The Heisenberg uncertainty principle stipulates that particles cannot be considered as discrete entities and instead have a wave associated with them, known as wave-particle duality. In the language of quantum physics, this wave has a statistical nature and is described by means of a wavefunction. When exchanging two particles, the sign of the wavefunction is of profound importance. If the wavefunction maintains its sign, it is known as symmetric, and if it changes then it is antisymmetric. In the former case, corresponding to bosons, particles are free to macroscopically occupy the same quantum state. In the latter case, corresponding to fermions, particles are instead subject to the Pauli-exclusion principle which precludes particles from occupying the same quantum state within a system.

The theory of Bose-Einstein condensation arose when Bose predicted that a photon gas could accumulate into and macroscopically occupy the lowest accessible energy state [6]. Einstein later generalised this theory to apply to bosons in general [7] and together, they proposed a new exotic state of matter: the Bose-Einstein condensate. The theory
predicts that under specific conditions of mass and density, a large proportion of bosonic particles will accumulate into the same lowest quantum energy state, resulting in a giant matter wave, known as the condensate. In the context of dilute cold atoms, the atomic densities necessary for Bose-Einstein condensation require temperatures on the nanokelvin scale ${ }^{1}$.

For non-interacting dilute Bose gases at high temperatures, the collisions between atoms are largely absent. Typically, the comparison is drawn to a system of colliding billiard balls. In 3D, the average distance between two given particles can be defined $d=\sqrt[3]{V / N}$ where $N$ is the number of atoms and $V$ is the volume containing them. As the energy of the system is lowered, typically through a reduction in temperature, this distance decreases. Close to quantum-degeneracy, where the classical description of particles is replaced by the discrete nature of quantum mechanics, these particles behave more like wavepackets. At this point, the average inter-particle spacing becomes of the same order of the uncertainty on the position of individual particles, as determined by the de Broglie wavelength

$$
\begin{equation*}
\lambda_{\mathrm{dB}}=\sqrt{\frac{2 \pi \hbar^{2}}{m k_{B} T}} . \tag{1}
\end{equation*}
$$

Here $\hbar=1.055 \times 10^{-34} \mathrm{Js}, k_{B}=1.38 \times 10^{-23} \mathrm{JK}^{-1}$ are the reduced Planck constant and Boltzmann constant respectively. We also introduce $m$ and $T$ to reflect the particle mass and temperature. In fact, once $d \leqslant \lambda_{\mathrm{db}}$, the overlapping nature of the quantum particles permits a collective behaviour allowing them to behave as a singular macroscopic quantum object, the Bose-Einstein condensate (BEC).

## Experimental realisations of Bose-Einstein condensation

Many decades after the predictions of Bose and Einstein, one of the first observations of a pure Bose-Einstein condensate was eventually realised by Anderson et al [9], performed at the JILA ${ }^{2}$ laboratory, where the supercooling of approximately $10^{7}{ }^{87} \mathrm{Rb}$ atoms produced a small almost-pure condensate of $10^{3}$ atoms at 170 nK . The thermal velocity profile from this study is shown in Fig. 1, where we observe a clear narrowing in the velocity distribution with decreasing temperature, signposting a clear onset of condensation. Almost simultaneously, the group of Ketterle [10] at MIT ${ }^{3}$ formed a pure condensate comprised of ${ }^{23} \mathrm{Na}$, evidenced by a bimodality in the measured velocity distribution, containing up to $5 \times 10^{5}$ atoms. A Bose-Einstein condensate from spin-polarised Lithium was also achieved

[^0]

Figure 1: [From [9]. Reprinted with permission from AAAS]. False-colour thermal velocity distribution of a sample of expanded Rubidium atoms as they are cooled below the critical temperature of Bose-Einstein condensation. (A) Before a condensate emerges. (B) Mixed (thermal) condensate. (C) Nearly pure condensate.
that same year [11] from the group of Hulet at Rice University ${ }^{4}$. These breakthrough experiments were largely made possible by advancements in both laser [12-16] and evaporative [17-19] cooling techniques. The condensation of Alkali atoms is made possible by a combination of these techniques. Initially, atoms are laser-cooled by three pairs of counter-progagating laser beams whereby atom-light collisions scatter photons causing a "frictional force" which, on-average, blueshifts photons. As a result, the scattered light carries away more energy than has been absorbed by the atoms, resulting in a net cooling of the system. Once sufficiently cool temperatures have been reached, the lasers are switched off and replaced with a magnetic trapping confinement. Evaporative cooling is then performed through a progressive lowering of trapping depth, which permits the escape of high-energy atoms whilst the remainder rethermalise to increasingly cooler temperatures. Following the experimental breakthrough of BEC, interest in this quantum state of matter has intensified significantly. Whilst experiments initially utilised static harmonic traps [9-11], modern experimentalists have devised both magnetic and optical trapping apparatus that permit supreme control on the topology and the dynamics of a trapped gas. These allow the formation of BECs in novel and interesting geometries. One of the first deviations from static harmonic trapping was performed by Henderson et al [20] using a scanning tweezer beam. This study pioneered the generation of novel trapping geometries, and importantly was the first instance of a dynamic spatiotemporally variable trapping potential. Soon thereafter, other international groups were able to obtain quasi-uniform three-dimensional trapping [3] with spatial light modulators and

[^1]recently the application of digital micromirror devices [4] allowing full arbitrary control over trapping potentials. Interactions for a dilute ultracold bosonic gas are dominated by $s$-wave collisions at the scattering length $a_{s}$ which characterises the effective interaction lengthscale between two atoms. A negative scattering length implies that atoms are attracted to each other, leading to a system collapse without a sufficiently mitigating trapping potential. This collapse has been experimentally observed and coined the Bose-nova [21, 22]. Instead, a positive scattering length imparts repulsive inter-atomic interactions, decreasing the density of the gas. To ensure the gas remains sufficiently dilute, we require this scattering length to be smaller than the inter-particle distance $d$. The experimental tuning of the scattering length through Feshbach resonances [23] for a given atomic species is a largely solved problem and gives extraordinary control over BEC experiments. The combination of arbitrary trapping potentials and control over the atomic interactions for a given system constitute an experimental and theoretical armamentarium to thoroughly investigate the properties of BEC.

## Thesis motivation

In this thesis we scrutinise the effects of confining geometries on the equilibrium characteristics and dynamics of a dilute Bose gas. We focus in particular on two main systems of interest: A rough-bucket geometry, designed to mimic experimental studies of liquid helium, and secondly a planar box trap under transverse confinement which can be arbitrarily varied.
Firstly, we investigate the effects of disorder and roughness on the nucleation and proliferation of vorticity in a zero temperature quantum fluid as it is spun up from a quiescent state into the rotational ground state solution. The resultant hexagonal vortex lattice structure that is generated encapsulates the paradigm of superfluidity, as the quantised vorticity structure portrayed is in stark contrast to the behaviour of classical fluids. So far, little research has been conducted on the mechanisms at play in the dynamical evolution towards this state. To this end, we utilise the Gross-Pitaevskii formalism to model a superfluid system in the presence of a hard-walled bucket potential whose topology has been altered to embody roughness under various rotational frequencies. We investigate the timescales of relaxation towards the expected vortex lattice structure of quantum vortices in the rotating frame. In addition, we track vortex filaments and their topological information as they diffuse inwardly from the turbulent boundary layer prior to aligning along the axial direction. We find evidence to support the proposition of a vortex-free region around the boundary and show the importance of interactions and reconnection events for vortex filaments as they form something as straightforward as the vortex lattice structure. We go on to modify the disorder of our system and investigate the effects
of protuberances and remnant vorticity, as an analogue to experimental uncertainty and unaccounted vorticity in bucket-like confining potentials for superfluid experiments.
The second avenue we explore is the characteristic and systematic response of a system to a varied dimensionality and temperature. More specifically, we probe the effects of dimensionality on the identification of the phase transition temperature, between the 2D and 3D dimensional extremes. In each dimensional limit there is already an established theory and experimental observations to describe the phase transition mechanism. Importantly, we note the transition between these archetypes remains relatively unexplored and provides a rich area of research for us to explore. To enable this study, we utilise the formalism provided by the stochastic projected Gross-Pitaevskii equation. Here, we perform numerical simulations to sample trajectories of a coherent field coupled directly to a thermal reservoir, assuming each to be in constant equilibrium with one another. Parameter control of the thermal reservoir therefore gives direct and immediate control over the full system. Averaging over multiple realisations, one may build a parameter-space picture on the effects of dimensionality and temperature on a particular system. This section emulates previous theoretical works in the 2D limit, before extending into the third dimension through a simple modification of the trapping potential. Our experimentally-viable trapping geometry is accessible to modern experimental groups and thus an experimental confirmation of our findings remains enticing. We find a monotonic increase in the phase transition temperature as a system becomes less dimensionally suppressed, continuously connecting the 2D and 3D phase transition mechanisms.
Lastly, we develop the results of our finite temperature analysis and use them to characterise the nature of the sound and its response to a change in dimensionality. Here, one would expect a discontinuity of the measured speed across the phase transition within the 3D limit. However, on the opposite side of the spectrum, recent experimental and theoretical research demonstrated that the sound persists across the transition supported by the existence of quasi-condensation. An interesting question emerges on the behaviour of the sound propagation through a dimensional crossover as the nature of the phase transition changes between the dimensional extremes.

## Thesis outline

The aim of this thesis is to more deeply understand the effects of vorticity, dimensionality, phase transitions and critical temperature as it applies to the trapped Bose gas. It is comprised of two main parts and subdivided into 5 chapters as we will outline here.

## I - Zero temperature

The first part of the thesis concerns the zero temperature fully condensed trapped Bose gas.

## 1 - Weakly interacting Bose gases

In this chapter we investigate the effects of dimensionality on the behaviour of the ideal Bose gas and discuss the implications of two-body interatomic interactions. We then introduce the Gross-Pitaevskii equation before introducing the specific trapping protocol we employ in the latter parts of this thesis to explore the 2D-3D dimensionality crossover. We discuss the role of interactions and energy in such a confined system and the definition of quasi-condensation. Lastly we introduce Bogoliubov theory to describe low-amplitude excitations on top of the ground state solution and use this to determine the sound speed of the weakly interacting Bose gas.

## 2 - Spin-up of a superfluid vortex lattice driven by rough boundaries

In this chapter we investigate the effects of a rough and disordered potential in the rotating frame, and how this affects the proliferation of vorticity as it enters from the boundary of an initially quiescent system.

## II - Finite temperature

The second part of the thesis concerns the finite temperature trapped Bose gas.

## 3 - Finite temperature stochastic Gross-Pitaevskii methods

This chapter introduces the theoretical framework for investigating the finite temperature trapped Bose gas. We introduce the Stochastic Gross-Pitaevskii equation, and discuss the specific trapping geometry to study, at equilibrium, the dimensional crossover behaviour of the critical phase transition. We then elaborate on the numerical implementation of this formalism and the specific choice of the parameters and cutoff protocols we employ for this theory. Finally, we discuss a method to extract the total density of the system, including the above-cutoff atoms in our hybridised trapping geometry.

## 4 - Equilibrium analysis of the dimensionally reduced Bose gas from three to two dimensions

Within this chapter, we discuss in detail the effects of a dimensional crossover as applied to the finite temperature Bose gas. We pay specific attention to the monotonic shift in
numerically extracted phase transition temperature and how this changes between the 2D and 3 D regimes.

## 5 - Characterisation of sound speed in the weakly interacting Bose gas across dimensionality

This chapter investigates the propagation of sound as a function of dimensionality and temperature. Here, we connect the understanding of the behaviour of sound at the dimensional extremes with that in the dimensional crossover. We pay particular attention to the behaviour of the sound at the phase transition temperature.
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## Part I

## Zero Temperature

## Chapter 1

## Weakly interacting Bose gases

We begin this chapter by introducing the ideal Bose gas and its response to various trapping potentials, before considering the effects of two-body interactions. We then introduce the Bogoliubov theory for describing perturbations to the ground state.

### 1.1 The ideal uniform non-interacting Bose gas

This section focuses on the effects of a number of experimentally-feasible trapping geometries as applied to the non-interacting Bose gas, which allows us to study the phenomenon of transverse-condensation currently accessible in dimensionally suppressed systems, as discussed in the latter parts of this thesis (see Part II).

### 1.1.1 The ideal Bose gas in a 3D box

Let us consider $N$ non-interacting bosons of mass $m$ in a cubic box of side length $L$. In this limit, the single-particle Hamiltonian is simply defined by the kinetic energy contribution, and written as

$$
\begin{equation*}
H^{(1)}=\frac{\mathbf{p}^{2}}{2 m} . \tag{1.1}
\end{equation*}
$$

Its eigenstates for periodic boundary conditions are plane waves with momentum $\mathbf{p}$, of the form

$$
\begin{equation*}
\psi_{\mathbf{p}}(\mathbf{r})=e^{i \mathbf{p} \cdot \mathbf{r} / \hbar} \tag{1.2}
\end{equation*}
$$

with energy $\epsilon_{\mathbf{p}}=\mathbf{p}^{2} / 2 m$ and momentum $\mathbf{p}=2 \pi \hbar \mathbf{n} / L$ with $\mathbf{n}=\left(n_{x}, n_{y}, n_{z}\right) \in \mathbb{Z}^{3}$ and $L$ corresponding to the box size. Assuming that eigenstates are distributed according to Bose-Einstein statistics, then the mean population of a state $\psi_{\mathbf{p}}$ in the grand canonical ensemble is

$$
\begin{equation*}
N_{\mathbf{p}}=\frac{1}{e^{\left(\epsilon_{\mathbf{p}}-\mu\right) / k_{B} T}-1}, \tag{1.3}
\end{equation*}
$$

where the thermodynamic variables $\mu$ and $T$ are the chemical potential and temperature respectively. An important property here is that all $N_{\mathbf{p}}>0$ which implies $\mu<E_{0}$, where $E_{0}$ is the energy of the lowest eigenstate. This eigenstate actually has zero energy, hence we always have $\mu<0$. The total number of atoms is then simply the sum of these populations over all possible states, that is

$$
\begin{equation*}
N=\sum_{\mathbf{p}} N_{\mathbf{p}} . \tag{1.4}
\end{equation*}
$$

With this in mind, we can now explicitly separate the lowest fundamental state $\mathbf{p}=0$, from the excited states lying above, and write

$$
\begin{equation*}
N=N_{0}+N_{\mathrm{ex}} . \tag{1.5}
\end{equation*}
$$

Focusing explicitly on these excited states, we can evaluate the sum over these states and replace our summation in Eq. (1.4) with an integral $\sum_{\mathbf{p}} \rightarrow(L / 2 \pi \hbar)^{3} \int d \mathbf{p}$. This replacement is only valid if $k_{B} T \gg \hbar^{2} / 2 m L^{2}$. That is, if the energy spacing between single-particle levels is much less than the thermal energy. We now write the number of excited bosons as

$$
\begin{equation*}
N_{\mathrm{ex}}=\sum_{\mathbf{p} \neq 0} \frac{1}{e^{\left(\epsilon_{\mathbf{p}}-\mu\right) / k_{B} T}-1}=\left(\frac{L}{2 \pi \hbar}\right)^{3} \int \frac{d \mathbf{p}}{e^{\left(\epsilon_{\mathbf{p}}-\mu\right) / k_{B} T}-1} \tag{1.6}
\end{equation*}
$$

For condensation to occur, we require a saturation of the excited states. In order to test for this, it follows to calculate the density of excited states $\rho_{\mathrm{ex}}^{(3 \mathrm{D})}=N_{\mathrm{ex}} / L^{3}$, where the total density is given by

$$
\begin{equation*}
\rho^{(3 \mathrm{D})}=\rho_{0}^{(3 \mathrm{D})}+\rho_{\mathrm{ex}}^{(3 \mathrm{D})} \tag{1.7}
\end{equation*}
$$

and $\rho_{0}^{(3 \mathrm{D})}$ is the density of the lowest mode. In the thermodynamic limit, $N \rightarrow \infty, L \rightarrow \infty$ and so we expect $\rho_{\mathrm{ex}}^{(3 \mathrm{D})}$ to remain constant for saturation to hold. So we now calculate

$$
\begin{equation*}
\rho_{\mathrm{ex}}^{(3 \mathrm{D})}=\left(\frac{1}{2 \pi \hbar}\right)^{3} \int \frac{d \mathbf{p}}{e^{\left(\epsilon_{\mathrm{p}}-\mu\right) / k_{B} T}-1}=\left(\frac{1}{2 \pi \hbar}\right)^{3} \int d \mathbf{p} \frac{z}{e^{\mathbf{p}^{2} / 2 m k_{B} T}-z}, \tag{1.8}
\end{equation*}
$$

where we have introduced $z=e^{\mu / k_{B} T}$ as the fugacity, bounded between 0 and 1 . Now we can Taylor-expand the $z$-terms, and invert the resultant integral and sum to get

$$
\begin{equation*}
\rho_{\mathrm{ex}}^{(3 \mathrm{D})}=\left(\frac{1}{2 \pi \hbar}\right)^{3} \sum_{n=1}^{\infty} z^{n} \int d \mathbf{p} e^{-n \mathbf{p}^{2} / 2 m k_{B} T} . \tag{1.9}
\end{equation*}
$$

This can be analytically solved to give

$$
\begin{equation*}
\rho_{\mathrm{ex}}^{(3 \mathrm{D})}=\frac{1}{\lambda_{\mathrm{dB}}{ }^{3}} \mathrm{Li}_{3 / 2}(z), \tag{1.10}
\end{equation*}
$$

where we have introduced

$$
\begin{equation*}
\mathrm{Li}_{3 / 2}(z)=\frac{2}{\sqrt{\pi}} \int_{0}^{\infty} d x \frac{x^{1 / 2}}{z^{-1} e^{x}-1} \tag{1.11}
\end{equation*}
$$

This is a specific case of the more general class of polylog or Bose functions of order $p$ given by

$$
\begin{equation*}
\operatorname{Li}_{p}(z)=\frac{1}{\Gamma(p)} \int_{0}^{\infty} d x \frac{x^{p-1}}{z^{-1} e^{x}-1}=\sum_{l=1}^{\infty} \frac{z^{l}}{l^{p}} \tag{1.12}
\end{equation*}
$$

It is important to highlight here, that $\mathrm{Li}_{3 / 2}$ saturates at a certain value when the fugacity goes to 1 , specifically $\operatorname{Li}_{3 / 2}(1)=2.612$. As such, we can write

$$
\rho^{(3 \mathrm{D})}= \begin{cases}\lambda_{\mathrm{dB}}^{-3} \mathrm{Li}_{3 / 2}(z), & \text { if } \rho^{(3 \mathrm{D})}<\sup \left(\rho_{\mathrm{ex}}^{(3 \mathrm{D})}\right)  \tag{1.13}\\ \lambda_{\mathrm{dB}}^{-3}\left(\rho_{0}^{(3 \mathrm{D})}+\mathrm{Li}_{3 / 2}(1)\right), & \text { if } \rho^{(3 \mathrm{D})}>\sup \left(\rho_{\mathrm{ex}}^{(3 \mathrm{D})}\right),\end{cases}
$$

where we indeed have the saturation of the excited modes, allowing the onset of BoseEinstein condensation in a 3D uniform system.

### 1.1.2 The ideal Bose gas in a 2D box

In 2D, Bose-Einstein condensation of a uniform Bose gas cannot occur. This stems from a special case of the Mermin-Hohenberg-Wagner theorem [24, 25], which prohibits the existence of off-diagonal long range order (ODLRO) by the breaking of continuous symmetry for dimension $d<3$. We can observe this by proceeding in a similar manner to the 3D case presented in Section 1.1, with the substituting integral of the sum now becoming

$$
\begin{equation*}
\sum_{p} \rightarrow\left(\frac{L}{2 \pi \hbar}\right) \int d^{2} \mathbf{p} \tag{1.14}
\end{equation*}
$$

which we can use to write a reformed version of Eq. (1.9) in the 2D case as

$$
\begin{equation*}
\rho_{\mathrm{ex}}^{(2 \mathrm{D})}=\left(\frac{1}{2 \pi \hbar}\right)^{2} \sum_{n=1}^{\infty} \int d^{2} \mathbf{p} e^{-\frac{n \mathbf{p}^{2}}{2 m k_{B} T}} . \tag{1.15}
\end{equation*}
$$

Again, we may utilise a Bose function to simplify this expression to

$$
\begin{equation*}
\rho_{\mathrm{ex}}^{(2 \mathrm{D})}=\frac{1}{\lambda_{\mathrm{dB}}^{2}} \mathrm{Li}_{1}(z) . \tag{1.16}
\end{equation*}
$$

On this occasion, the Bose function $\mathrm{Li}_{1}$ is not bounded as the fugacity goes to 1 . As such, there can be no saturation of the excited states and hence the ground state $\mathbf{p}=0$ cannot become macroscopic. Because of this, we can approximate the density as simply $\rho^{(2 \mathrm{D})} \approx \rho_{\mathrm{ex}}^{(2 \mathrm{D})}$ and write

$$
\begin{equation*}
\rho^{(2 \mathrm{D})}=\frac{1}{\lambda_{\mathrm{dB}}^{2}} \mathrm{Li}_{1}(z) . \tag{1.17}
\end{equation*}
$$

Evidently, we see that Bose-Einstein condensation of the ideal uniform Bose gas cannot survive a reduction in dimensionality. This raises the pertinent question, at what point does dimensionality inhibit the condensation of the Bose gas? In other words, if we consider a box and proceed to suppress its dimensionality along a singular direction, at what point do we consider the Bose gas contained within it to be 2D and condensation precluded? This is one of the central questions we try to address in this thesis and is discussed at length in Chapter 4, where we perform a dimensional analysis across temperature to determine the critical transition behaviour across dimensionality.

### 1.1.3 The ideal Bose gas in a rectangular box with transverse confinement

In order to focus on the dimensional crossover of the Bose gas, we now consider the particular trapping of a rectangular box of size $L_{x}, L_{y}$ with transverse harmonic potential of strength $\omega_{z}$. This is precisely the setup utilised for a number of experiments and theoretical studies considering the quasi-2D Bose gas [5, 26-28]. For a particle in such confinement, the stationary solutions to the Schrödinger equation yield the energy spectrum as

$$
\begin{equation*}
E_{n_{x}, n_{y}, n_{z}}=\frac{\pi^{2} \hbar^{2}}{2 m}\left(\frac{n_{x}^{2}}{L_{x}^{2}}+\frac{n_{y}^{2}}{L_{y}^{2}}\right)+\left(n_{z}+\frac{1}{2}\right) \hbar \omega_{z}, \tag{1.18}
\end{equation*}
$$

where $n_{x}, n_{y}, n_{z}$ are positive integers denoting the energy level in that direction. Now consider an ideal gas of bosons in such confinement and suppose that the average number of particles occupying the state of energy $E$ is given by the Bose-Einstein distribution of Eq. (1.3). We can arbitrarily shift the zero of the energy in such a way that the lowest state has zero energy (i.e., removing the zero-point energy, which would be the ground state energy for a single particle). Let us write

$$
\begin{equation*}
E=E_{\mathbf{n}}=\frac{\pi^{2} \hbar^{2}}{2 m}\left(\frac{n_{x}^{2}}{L_{x}^{2}}+\frac{n_{y}^{2}}{L_{y}^{2}}\right)+n_{z} \hbar \omega_{z} \tag{1.19}
\end{equation*}
$$

and introduce the quantity $\zeta=L_{x} / L_{y}$. We can then write the quantity $E_{\mathbf{n}} / k_{B} T$ as it appears in the Bose-Einstein distribution as

$$
\begin{equation*}
\frac{E_{\mathbf{n}}}{k_{B} T}=\frac{\pi^{2} \hbar^{2}}{2 m k_{B} T L_{x}^{2}}\left(n_{x}^{2}+\zeta^{2} n_{y}^{2}\right)+n_{z} \frac{\hbar \omega_{z}}{k_{B} T} . \tag{1.20}
\end{equation*}
$$

Utilising the thermal de Broglie wavelength $\lambda_{\mathrm{dB}}$ and the transverse harmonic oscillator length defined by

$$
\begin{equation*}
\ell_{z}=\sqrt{\frac{\hbar}{m \omega_{z}}} \tag{1.21}
\end{equation*}
$$

we can express Eq. (1.20) as

$$
\begin{equation*}
\frac{E_{\mathbf{n}}}{k_{B} T}=\frac{\pi}{4} \frac{\lambda_{\mathrm{dB}}^{2}}{L_{x}^{2}}\left(n_{x}^{2}+\zeta^{2} n_{y}^{2}\right)+\frac{1}{2 \pi} \frac{\lambda_{\mathrm{dB}}^{2}}{\ell_{z}^{2}} n_{z} \tag{1.22}
\end{equation*}
$$

In currently accessible experimental geometries, the aspect ratio $\zeta$ is a number of order unity. This means that the thermodynamics of the gas is determined by the three length scales $L_{x}, \ell_{z}$ and $\lambda_{\mathrm{dB}}$ only through the two ratios $\lambda_{\mathrm{dB}} / L_{x}$ and $\lambda_{\mathrm{dB}} / \ell_{z}$. We assume $\lambda_{\mathrm{dB}} / L_{x} \ll 1$ in such a way that the states in the planar box can be considered as a continuum, and sums over $n_{x}$ and $n_{y}$ can be replaced by integrals. Instead, the ratio $\lambda_{\mathrm{dB}} / \ell_{z}$ determines the dimensionality of the system. For values $\lambda_{\mathrm{dB}} / \ell_{z} \ll 1$, the system is three-dimensional (the transverse modes also behave as a continuum), while if $\lambda_{\mathrm{dB}} / \ell_{z} \gg 1$ the system is two-dimensional (the transverse profile is Gaussian and only planar modes with $n_{z}=0$ contribute to thermodynamics). It is worth stressing that we are considering an ideal gas of noninteracting particles. In an interacting system, one should also include another length scale (or, equivalently, an energy scale) associated with interaction, which can change the way in which the system transitions from 2D to 3D. For $N$ particles at a given temperature $T$, the chemical potential $\mu$ is fixed by the condition

$$
\begin{equation*}
N=\sum_{\mathbf{n}} \frac{1}{\exp \left[\left(E_{\mathbf{n}}-\mu\right) / k_{B} T\right]-1} . \tag{1.23}
\end{equation*}
$$

We can separate the sum in this way

$$
\begin{equation*}
N=\sum_{n_{z}=0}^{\infty} \sum_{n_{x}, n_{y}=1}^{\infty} \frac{1}{\exp \left[\left(E_{\mathbf{n}}-\mu\right) / k_{B} T\right]-1} \tag{1.24}
\end{equation*}
$$

and replace the second sum over the plane with an integral

$$
\begin{equation*}
N=\sum_{n_{z}=0}^{\infty} \int_{0}^{\infty} d E \frac{g(E)}{\exp \left[\left(E+n_{z} \hbar \omega_{z}-\mu\right) / k_{B} T\right]-1}, \tag{1.25}
\end{equation*}
$$

where $E$ is the contribution to the energy due to planar states only and $g(E)$ is the corresponding density of states in the plane, as determined in Appendix A.6. We can then write

$$
\begin{equation*}
N=\frac{m L_{x} L_{y}}{2 \pi \hbar^{2}} \sum_{n_{z}=0}^{\infty} \int_{0}^{\infty} d E \frac{1}{\exp \left[\left(E+n_{z} \hbar \omega_{z}-\mu\right) / k_{B} T\right]-1} . \tag{1.26}
\end{equation*}
$$

For compactness of notation let us introduce

$$
\begin{equation*}
t=\frac{E}{k_{B} T} \tag{1.27}
\end{equation*}
$$

and

$$
\begin{equation*}
z\left(n_{z}\right)=e^{\left(\mu-n_{z} \hbar \omega_{z}\right) / k_{B} T} . \tag{1.28}
\end{equation*}
$$

This allows us to express

$$
\begin{equation*}
N=\frac{m k_{B} T L_{x}^{2}}{2 \pi \hbar^{2} \zeta} \sum_{n_{z}=0}^{\infty} \int_{0}^{\infty} d t \frac{1}{\frac{e^{t}}{z\left(n_{z}\right)}-1}, \tag{1.29}
\end{equation*}
$$

or more simply

$$
\begin{equation*}
N=\frac{1}{\zeta} \frac{L_{x}^{2}}{\lambda_{\mathrm{dB}}^{2}} \sum_{n_{z}=0}^{\infty} \int_{0}^{\infty} d t \frac{1}{\frac{e^{t}}{z\left(n_{z}\right)}-1} . \tag{1.30}
\end{equation*}
$$

This integral is a standard Bose-Einstein integral of order 1. We note the Bose-Einstein integral of order $s$ is given by

$$
\begin{equation*}
\int_{0}^{\infty} d t \frac{t^{s-1}}{\frac{e^{t}}{z}-1}=\Gamma(s) \operatorname{Li}_{s}(z) \tag{1.31}
\end{equation*}
$$

where $\Gamma$ is the Gamma Euler function. For $s=1$ one has

$$
\begin{equation*}
\mathrm{Li}_{1}(z)=-\ln (1-z) \tag{1.32}
\end{equation*}
$$

and $\Gamma(1)=1$, so that

$$
\begin{equation*}
N=-\frac{1}{\zeta} \frac{L_{x}^{2}}{\lambda_{\mathrm{dB}}^{2}} \sum_{n_{z}=0}^{\infty} \ln \left(1-e^{\left(\mu-n_{z} \hbar \omega_{z}\right) / k_{B} T}\right) \tag{1.33}
\end{equation*}
$$

or instead

$$
\begin{equation*}
N=-\frac{1}{\zeta} \frac{L_{x}^{2}}{\lambda_{\mathrm{dB}}^{2}} \sum_{n_{z}=0}^{\infty} \ln \left(1-e^{\mu / k_{B} T} e^{-n_{z} \lambda_{\mathrm{dB}}^{2} / 2 \pi \ell_{z}^{2}}\right) . \tag{1.34}
\end{equation*}
$$

We note that $L_{x}^{2} / \zeta=L_{x} L_{y}$ is the area of the planar box and $\zeta N / L_{x}^{2}$ is the number of atoms per unit area, i.e., the two-dimensional density $n_{2 \mathrm{D}}$. We can also define the phase-space
density $\mathcal{D}=\lambda_{\mathrm{dB}}^{2} n_{2 \mathrm{D}}$ and write this expression as

$$
\begin{equation*}
\mathcal{D}=-\sum_{n_{z}=0}^{\infty} \ln \left(1-e^{\mu / k_{B} T} e^{-n_{z} \lambda_{\mathrm{dB}}^{2} / 2 \pi \ell_{z}^{2}}\right) . \tag{1.35}
\end{equation*}
$$

This can be seen as the sum of two-dimensional phase-space densities, each one associated to a different value of $n_{z}$ (i.e., to planar states with $0,1,2, \ldots$, nodes in the transverse wave function). This result is the same as is reported in [29]. Assuming a fixed fugacity, we can interchange the sum with an integral and write

$$
\begin{equation*}
\mathcal{D} \simeq-\int_{0}^{\infty} \ln \left(1-z e^{-n_{z} \lambda_{\mathrm{dB}}^{2} / 2 \pi \ell_{z}^{2}}\right) \mathrm{d} n_{z}=\frac{2 \pi \ell_{z}^{2}}{\lambda_{\mathrm{dB}}^{2}} \operatorname{Li}_{2}(z) . \tag{1.36}
\end{equation*}
$$

Now, in the limit $z \rightarrow 1$, we converge to the critical phase space density

$$
\begin{equation*}
\mathcal{D}_{c}=\frac{\pi^{3} \ell_{z}^{2}}{3 \lambda_{\mathrm{dB}}^{2}} . \tag{1.37}
\end{equation*}
$$

And so we can write the total phase space density as $\mathcal{D}=\mathcal{D}_{0}+\mathcal{D}_{\text {ex }}$ where

$$
\begin{equation*}
\mathcal{D}_{0}=\ln \left(1-e^{\mu / k_{B} T}\right) \tag{1.38}
\end{equation*}
$$

is the phase space density of lowest transverse occupation and

$$
\begin{equation*}
\mathcal{D}_{\mathrm{ex}}=\sum_{n_{z} \geq 1} \ln \left(1-e^{\mu / k_{B} T} e^{-n_{z} \lambda_{\mathrm{dB}}^{2} / 2 \pi \ell_{z}^{2}}\right) \tag{1.39}
\end{equation*}
$$

corresponds to the higher transverse modes. We can hence consider

$$
\mathcal{D}_{\mathrm{ex}} \simeq \begin{cases}\frac{2 \pi \ell_{z}^{2}}{\lambda_{\mathrm{dB}}^{2}} \mathrm{Li}_{2}(z) \text { and } \mathcal{D}_{0}=0 & \text { if } \mathcal{D}<\mathcal{D}_{c}  \tag{1.40}\\ \mathcal{D}_{c} \text { and } z=1 & \text { if } \mathcal{D}>\mathcal{D}_{c}\end{cases}
$$

Thus, we observe macroscopic occupation of the lowest transverse state when $\mathcal{D}>\mathcal{D}_{c}$, even if $\ell_{z}$ is considerably large. This phenomenon is known as transverse condensation [5, 30, 31] as was first predicted by van Druten and Ketterle and shows that even if the dynamics are not completely frozen across the transverse direction, macroscopic occupation is realised. This becomes crucial as we explore the dimensional crossover of the dilute Bose gas under this specific confinement, as we will in Chapter 4.

### 1.2 The Gross-Pitaevskii equation

### 1.2.1 The role of interactions in a dilute Bose gas

The theory of the dilute Bose gas was first developed by Landau in 1941 [32], in order to explain the extraordinary behaviour of helium-4. However, this theory is a closer match to dilute atomic BEC's, due to their comparably weaker interactions. More recently, the unique ability to tune the interaction strength in a Bose gas is an invaluable weapon in the physicists' arsenal. Using a Feshbach resonance, experimentalists are able to precisely tune the inter-atomic interaction strength between atoms giving unprecedented control. Up until now, we have considered the non-interacting Bose gas, we proceed now by considering the case of the weakly interacting Bose gas. That is to say, in the case where interactions are strictly limited to binary collisions between two atoms. For a dilute weakly interacting Bose gas, we can write the Hamiltonian for $N$ interacting atoms as

$$
\begin{equation*}
\hat{H}=\sum_{k=1}^{N} \hat{h}_{0}\left(\mathbf{r}_{k}\right)+\frac{1}{2} \sum_{k, l=1}^{N} \hat{V}\left(\mathbf{r}_{k}, \mathbf{r}_{l}\right) \tag{1.41}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{h}_{0}=-\hbar^{2} \nabla^{2} / 2 m+V_{\text {pot }}(\mathbf{r}) \tag{1.42}
\end{equation*}
$$

is the operator on a free particle in some confining potential $V_{\text {pot }}$ and the second term symmetrically considers the effect of binary inter-atomic collisions. It becomes convenient for what follows to move from 'co-ordinate representation' to 'occupation number representation', known as second quantisation [33]. In the formalism of second quantisation, we introduce the bosonic field operators

$$
\begin{align*}
& \hat{\Psi}=\sum_{i} \hat{a}_{i}(t) \psi_{i}(\mathbf{r}, t), \\
& \hat{\Psi}^{\dagger}=\sum_{i} \hat{a}_{i}^{\dagger}(t) \psi_{i}^{*}(\mathbf{r}, t), \tag{1.43}
\end{align*}
$$

which are summed over the complete orthonormal set of single-particle quantum numbers. Here, $\hat{a}_{i}$ and $\hat{a}^{\dagger}$ represent the standard single-particle annihilation and creation operators that destroy or create a particle in state $i$. Since the bosonic field operators are linear combinations of these operators, we can consider $\hat{\Psi}\left(\hat{\Psi}^{\dagger}\right)$ to represent the annihilation (creation) of a particle at position $\mathbf{r}$ and time $t$. In the case of bosons, these field operators obey the following commutation relations

$$
\begin{align*}
& {\left[\hat{\Psi}(\mathbf{r}, t), \hat{\Psi}^{\dagger}\left(\mathbf{r}^{\prime}, t\right)\right]=\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right),}  \tag{1.44}\\
& {\left[\hat{\Psi}^{\dagger}(\mathbf{r}, t), \hat{\Psi}^{\dagger}\left(\mathbf{r}^{\prime}, t\right)\right]=\left[\hat{\Psi}(\mathbf{r}, t), \hat{\Psi}\left(\mathbf{r}^{\prime}, t\right)\right]=0 .}
\end{align*}
$$

Using these operators, we are able to transfer into the occupation number representation and write our system Hamiltonian as

$$
\begin{equation*}
\hat{\mathcal{H}}=\int \mathrm{d} \mathbf{r} \hat{\Psi}^{\dagger}(\mathbf{r}, t) \hat{h}_{0}(\mathbf{r}) \hat{\Psi}(\mathbf{r}, t)+\frac{1}{2} \iint \mathrm{~d} \mathbf{r} d \mathbf{r}^{\prime} \hat{\Psi}^{\dagger}(\mathbf{r}, t) \hat{\Psi}^{\dagger}\left(\mathbf{r}^{\prime}, t\right) V\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \hat{\Psi}(\mathbf{r}, t) \hat{\Psi}\left(\mathbf{r}^{\prime}, t\right) \tag{1.45}
\end{equation*}
$$

All current theoretical treatments of the dilute Bose gas effectively begin from this, or an equivalent expression. Such a Hamiltonian contains both thermal and quantum fluctuations. A detailed review of the many directions one could take can be found within [34].

From here on, it becomes important to consider the effect of collisions. The atoms within a low temperature dilute Bose gas are sufficiently spatially separated to be out of the typical range of the interatomic potential. As such, we can consider all interatomic interactions to be scattering processes, where at sufficiently low energies the scattering amplitude $f_{3 \mathrm{D}}(\mathbf{k})$ tends to a constant, and only so-called $s$-wave scattering is accessible. The standard approach [35] is to approximate the contact interaction via the expression

$$
\begin{equation*}
V\left(\mathbf{r}-\mathbf{r}^{\prime}\right)=g_{3 \mathrm{D}} \delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right), \tag{1.46}
\end{equation*}
$$

where the strength of a scattering process is approximated by $g_{3 \mathrm{D}}=4 \pi \hbar^{2} a_{s} / \mathrm{m}$ with $a_{s}$ defining the s-wave scattering length for the particular atomic species in question. Incidentally, this treatment doesn't hold in 2D systems, since the scattering amplitude retains a dependence on $\mathbf{k}$ at small wave vectors. However, in the limit of a quasi-2D regime, the scattering amplitude can be approximated by a constant. This allows us to rewrite our system Hamiltonian as

$$
\begin{equation*}
\hat{\mathcal{H}}=\int \mathrm{d} \mathbf{r} \hat{\Psi}^{\dagger}(\mathbf{r}, t) \hat{h}_{0}(\mathbf{r}) \hat{\Psi}(\mathbf{r}, t)+\frac{g}{2} \iint \mathrm{~d} \mathbf{r} \mathrm{~d} \mathbf{r}^{\prime} \hat{\Psi}^{\dagger}(\mathbf{r}, t) \hat{\Psi}^{\dagger}\left(\mathbf{r}^{\prime}, t\right) \hat{\Psi}(\mathbf{r}, t) \hat{\Psi}\left(\mathbf{r}^{\prime}, t\right) \tag{1.47}
\end{equation*}
$$

leading to, in the Heisenberg picture, the equation of motion

$$
\begin{equation*}
i \hbar \frac{\partial \hat{\Psi}(\mathbf{r}, t)}{\partial t}=\hat{h}_{0} \hat{\Psi}(\mathbf{r}, t)+g \hat{\Psi}^{\dagger}(\mathbf{r}, t) \hat{\Psi}(\mathbf{r}, t) \hat{\Psi}(\mathbf{r}, t) \tag{1.48}
\end{equation*}
$$

which contains essentially all the information we may need about the dynamics of our system. The phenomenon of Bose-Einstein condensation stipulates that we have macroscopic occupation of the same quantum state for the bosons in our system. Hence, it is convenient to separate our Bose field operator into an operator for the condensate part and one for the fluctuation part via

$$
\begin{equation*}
\hat{\Psi}(\mathbf{r}, t)=\hat{a}_{0}(t) \psi_{0}(\mathbf{r}, t)+\sum_{i \neq 0} \hat{a}_{i}(t) \psi_{i}(\mathbf{r}, t) \tag{1.49}
\end{equation*}
$$

For notational brevity, we can simplify this expression to read

$$
\begin{equation*}
\hat{\Psi}(\mathbf{r}, t)=\hat{\phi}_{0}(\mathbf{r}, t)+\hat{\delta}(\mathbf{r}, t) \tag{1.50}
\end{equation*}
$$

by introducing the terms $\hat{\psi}(\mathbf{r}, t)$ and $\hat{\delta}(\mathbf{r}, t)$ for the condensate and fluctuation operator respectively. This split is essentially equivalent to the one incurred in Eq. (1.5) where we separated the lowest momentum mode from any excited modes. The number of atoms in our condensate can be given by the operator $\hat{N}_{0}=\hat{a}_{0}^{\dagger} \hat{a}_{0}$, where acting on our state with this operator returns the eigenvalue $N_{0}$. Now, if we calculate

$$
\begin{equation*}
\frac{\left[\hat{a}_{0} \hat{a}_{0}^{\dagger}, \hat{a}_{0}^{\dagger} \hat{a}_{0}\right]}{N_{0}}\left|N_{0}\right\rangle=\frac{1}{N_{0}}\left|N_{0}\right\rangle \tag{1.51}
\end{equation*}
$$

in the limit of $N_{0} \gg 1$, i.e. a macroscopically occupied state, then $1 / N_{0} \rightarrow 0$ and we can consider the single-particle operators to be commutative. This leads us to make what is known as the Bogoliubov approximation where we replace the condensate operator by the complex classical field

$$
\begin{equation*}
\psi(\mathbf{r}, t)=\sqrt{n_{0}(\mathbf{r}, t)} e^{i S(\mathbf{r}, t)} \tag{1.52}
\end{equation*}
$$

typically referred to as the condensate wavefunction. We note that the explicit definition of the phase for this order parameter is analogous to the spontaneous breaking of $U(1)$ symmetry $[36,37]$. Hence, we can approximate our bosonic field operator with $\hat{\Psi}(\mathbf{r}, t)=$ $\psi(\mathbf{r}, t)+\hat{\delta}(\mathbf{r}, t)$, thereby moving all operator dependence to the fluctuation term. To proceed, we can now substitute Eq. (1.50) into Eq. (1.47). In doing so, we acquire a result that has terms up to a quadratic in operators, which we separate into

$$
\begin{equation*}
\hat{H}=H_{0}+\hat{H}_{1}+\hat{H}_{2}+\hat{H}_{3}+\hat{H}_{4} \tag{1.53}
\end{equation*}
$$

with

$$
\begin{align*}
& \mathcal{H}_{0}=\int d \mathbf{r}\left[\psi^{*} \hat{h}_{0} \psi+\frac{g}{2}|\psi|^{4}\right], \\
& \hat{H}_{1}=\int d \mathbf{r}\left[\hat{\delta}^{\dagger}\left(\hat{h}_{0}+g|\psi|^{2}\right) \psi+\psi^{*}\left(\hat{h}_{0}+g|\psi|^{2} \hat{\delta}\right],\right. \\
& \hat{H}_{2}=\int d \mathbf{r}\left[\hat{\delta}^{\dagger}\left(\hat{h}_{0}+2 g|\psi|^{2}\right) \hat{\delta}+\frac{g}{2}\left(\left(\psi^{*}\right)^{2} \hat{\delta} \hat{\delta}+\psi^{2} \hat{\delta}^{\dagger} \hat{\delta}^{\dagger}\right)\right],  \tag{1.54}\\
& \hat{H}_{3}=g \int d \mathbf{r}\left[\psi \hat{\delta}^{\dagger} \hat{\delta}^{\dagger} \hat{\delta}+\psi^{*} \hat{\delta}^{\dagger} \hat{\delta} \hat{\delta}\right], \\
& \hat{H}_{4}=\frac{g}{2} \int d \mathbf{r}\left[\hat{\delta}^{\dagger} \hat{\delta}^{\dagger} \hat{\delta} \hat{\delta}\right] .
\end{align*}
$$

Ignoring quantum and thermal fluctuations entirely by dropping $\hat{\delta}$ terms, our Hamiltonian
becomes

$$
\begin{equation*}
H=\int d \mathbf{r}\left(-\frac{\hbar^{2}}{2 m}|\nabla \psi(\mathbf{r}, t)|^{2}+V_{\operatorname{tr}}(\mathbf{r}, t)|\psi(\mathbf{r}, t)|^{2}+\frac{g}{2}|\psi(\mathbf{r}, t)|^{4}\right), \tag{1.55}
\end{equation*}
$$

which in the Heisenberg picture, gives our equation of motion to be

$$
\begin{equation*}
i \hbar \frac{\partial \psi(\mathbf{r}, t)}{\partial t}=\left(-\frac{\hbar^{2} \nabla^{2}}{2 m}+V_{\mathrm{pot}}(\mathbf{r}, t)+g|\psi|^{2}\right) \psi, \tag{1.56}
\end{equation*}
$$

the renowned time-dependent Gross-Pitaevskii equation (GPE) [38, 39]. We note here that our Energy functional described by Eq. (1.55) is time dependent, however, in the case of a static potential, time-independent solutions to this equation may exist. These take the form

$$
\begin{equation*}
\psi(\mathbf{r}, t)=\psi_{0}(\mathbf{r}) e^{-i \mu t / \hbar} \tag{1.57}
\end{equation*}
$$

where $\mu$ is a constant known as the chemical potential and $\psi_{0}(\mathbf{r})$ minimises the expectation of Eq. (1.55), under the condition that

$$
\begin{equation*}
\int d \mathbf{r}|\psi(\mathbf{r})|^{2}=N \tag{1.58}
\end{equation*}
$$

Thus, the chemical potential is commonly written as $\mu=\partial E / \partial N$. Using the substitution in Eq. (1.57) allows us to rephrase Eq. (1.56) as

$$
\begin{equation*}
\left.\mu \psi_{0}=\left.\left(\left.-\frac{\hbar^{2} \nabla^{2}}{2 m}+V_{\mathrm{pot}}(\mathbf{r})+g \right\rvert\, \psi_{0}\right)\right|^{2}\right) \psi_{0} \tag{1.59}
\end{equation*}
$$

which is the time-independent GPE equation. Whilst this model describes a weakly interacting Bose gas, it is idealised when applied to superfluid helium. We can also find solutions in the moving frame in which the fluid moves at velocity $\mathbf{v}$. We can then rewrite Eq. (1.52) as

$$
\begin{equation*}
\psi^{\prime}(\mathbf{r}, t)=\sqrt{n_{0}} e^{i S^{\prime}(\mathbf{r}, t)} \tag{1.60}
\end{equation*}
$$

with the modified phase [40]

$$
\begin{equation*}
S^{\prime}(\mathbf{r}, t)=\frac{1}{\hbar}\left[m \mathbf{v r}-\left(\frac{1}{2} m v^{2}+\mu\right) t\right] . \tag{1.61}
\end{equation*}
$$

This allows us to define the superfluid velocity of the fluid as

$$
\begin{equation*}
\mathbf{v}_{s}=\frac{\hbar}{m} \nabla S . \tag{1.62}
\end{equation*}
$$

We may now go on to introduce the superfluid vorticity

$$
\begin{equation*}
\omega=\nabla \times \mathbf{v}_{s}=\frac{\hbar}{m} \nabla \times \nabla S=0 . \tag{1.63}
\end{equation*}
$$

In this instance, we are taking the curl of a gradient which is exactly zero. Thus, in the uniform superfluid with a smoothly varying phase, we have an entirely irrotational flow. However, since superfluids may sustain topological defects characterised by $2 \pi$ phase singularities, we instead have localised point-like contributions to the system vorticity. Let us consider a change in the phase along some closed contour $C$ and write

$$
\begin{equation*}
\delta S=\oint_{C} \nabla S \cdot d \mathbf{l} \tag{1.64}
\end{equation*}
$$

where $\mathbf{1}$ is the line element along $C$. The superfluid velocity can be written as the gradient of a scalar function and so doesn't depend upon the path around a closed curve. Therefore the wavefunction at the start and end of $C$ must be single-valued and thus $\exp (i \delta S)$ corresponds to a full rotation around the Argand plane. Hence, $\delta S=2 \pi q$, for $q \in \mathbb{Z}$. We can also take the line integral around around a closed contour $C$ for the local superfluid velocity as given by Eq. (1.62) and write the circulation

$$
\begin{equation*}
\Gamma=\oint_{C} \mathbf{v}_{s} \cdot d \mathbf{l}=\frac{2 \pi \hbar q}{m} . \tag{1.65}
\end{equation*}
$$

We note here that the circulation takes integer values, quantised into units of $\kappa=2 \pi \hbar / m$, suggesting a quantised nature to the vorticity within superfluid systems.

### 1.3 The weakly interacting Bose gas in a rectangular box under transverse harmonic confinement

Now we refocus on the problem of the weakly interacting Bose gas in hybridised potential as introduced in Section 1.1.3. For clarity, we consider the gas to be confined by a potential of the form

$$
\begin{equation*}
V_{\mathrm{tot}}^{(3 \mathrm{D})}(\mathbf{r}, t)=V_{\mathrm{box}}^{(2 \mathrm{D})}(x, y, t)+V_{\mathrm{harm}}^{(1 \mathrm{D})}(z) \tag{1.66}
\end{equation*}
$$

where the in-plane confinement is prescribed by, for example, a hard-walled box of extent $L_{x} \times L_{y}$. The harmonic confinement term then provides tight trapping along the transverse direction of strength $\omega_{z}$, restricting dynamics to within the plane. The Hamiltonian of our system may then be specified by

$$
\begin{equation*}
H=\int d \mathbf{r}\left(-\frac{\hbar^{2}}{2 m}|\nabla \psi(\mathbf{r}, t)|^{2}+V_{\text {tot }}^{(3 \mathrm{D})}(\mathbf{r}, t)|\psi(\mathbf{r}, t)|^{2}+\frac{g}{2}|\psi(\mathbf{r}, t)|^{4}\right) . \tag{1.67}
\end{equation*}
$$

In the limit of strong trapping we make the ansatz that dynamics are limited to the plane and frozen across the transverse dimension. This remains valid assuming that the thermal and interaction energies are small compared to the difference of energy between the ground state and the first excited transverse mode. As such we make the ansatz

$$
\begin{equation*}
\psi(\mathbf{r}, t)=\psi(x, y, t) \phi(z), \tag{1.68}
\end{equation*}
$$

where $\phi(z)$ is the ground state solution for $z$ known to be of the form

$$
\begin{equation*}
\phi(z)=\frac{e^{-\frac{z^{2}}{2 \ell_{z}^{2}}}}{\left(\pi \ell_{z}^{2}\right)^{1 / 4}} \tag{1.69}
\end{equation*}
$$

and $\ell_{z}$ is the transverse lengthscale as defined by Eq. (1.21). Following this, we can rewrite Eq. (1.67) as

$$
\begin{equation*}
H=\int d \mathbf{r}\left(-\frac{\hbar^{2}}{2 m}|\nabla \psi(\mathbf{r}, t)|^{2}+V_{\text {box }}^{(2 \mathrm{D})}(x, y, t)|\psi(\mathbf{r}, t)|^{2}+\frac{g_{2 \mathrm{D}}}{2}|\psi(\mathbf{r}, t)|^{4}\right), \tag{1.70}
\end{equation*}
$$

where we have omitted an additive constant that arises and have introduced

$$
\begin{equation*}
g_{2 \mathrm{D}}=g \int_{\infty}^{\infty}|\phi(z)|^{4} \mathrm{~d} z \tag{1.71}
\end{equation*}
$$

We now consider the effects of additional excited transverse modes. That is, what can be said about the interactions in the case of quasi-2D trapping. In fact, we need to consider the different regimes of 2 D and quasi-2D and how interactions change as we follow the transition. To be rigorous concerning the boundaries between dimensionality, from hereon we consider:

- 2D to be the regime in which all dynamics in the transverse direction are effectively frozen. This is when $k_{B} T \ll \hbar \omega_{z}$. Of course, this is different from a purely 2D system, where the third coordinate is non-existent.
- Quasi-2D to be the regime corresponding to $k_{B} T \approx \hbar \omega_{z}$ in which there is significant occupation of atoms in the excited modes of the transverse dimension.

Whilst the reduced dimensionality interaction strength comes easily in the former case, more care is needed in the latter. In the second regime we can again approximate the contact interaction to be a scattering process as in Eq. (1.46) of the form

$$
\begin{equation*}
V\left(\mathbf{r}-\mathbf{r}^{\prime}\right)=g_{2 \mathrm{D}} \delta_{2 \mathrm{D}}\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \tag{1.72}
\end{equation*}
$$

with the interaction strength given by

$$
\begin{equation*}
g_{2 \mathrm{D}}=\frac{\sqrt{8 \pi} \hbar^{2}}{m} \frac{1}{\ell_{z} / a_{s}-\ln \left(\pi q^{2} \ell_{z}^{2}\right) / \sqrt{2 \pi}}, \quad \text { where } \quad q^{2}=\frac{2 m \mu}{\hbar^{2}} \tag{1.73}
\end{equation*}
$$

as derived by Petrov et al [41]. In fact, for most experimentally accessible parameters [42-45], ranging from a dimensionless coupling strength of 0.01 to 3 , the logarithmic term becomes negligible and we are simply left with

$$
\begin{equation*}
g_{2 \mathrm{D}}=\frac{\sqrt{8 \pi} \hbar^{2}}{m} \frac{1}{\ell_{z} / a_{s}}=\frac{\hbar^{2} \sqrt{8 \pi} a_{s}}{m \ell_{z}} . \tag{1.74}
\end{equation*}
$$

This then yields the interaction energy

$$
\begin{equation*}
E_{\mathrm{int}}=\frac{\hbar^{2} \sqrt{8 \pi} a_{s}}{2 m \ell_{z}} \int\left\langle n^{2}(\boldsymbol{r})\right\rangle \mathrm{d}^{2} r . \tag{1.75}
\end{equation*}
$$

### 1.3.1 Interactions at low temperature

Another way to attain the result of Eq. (1.75) is by defining the strongly interacting limit at which the interaction energy of $N$ bosons, $E_{\text {int }}$, matches the kinetic energy $E_{\text {kin }}$ of $N$ non-interacting bosons equally distributed over the lowest $N$ single-particle states. We do this for the case of in-planar box confinement in tandem with transverse harmonic trapping as specified by Eq. (1.66). Neglecting density fluctuations, we can assume $n(\mathbf{r}) \approx n$, and write the 3D interaction energy as

$$
\begin{equation*}
E_{\text {int }}=\frac{g_{3 \mathrm{D}}}{2} \int_{\frac{-L_{x}}{2}}^{\frac{L_{x}}{2}} \int_{\frac{-L_{y}}{2}}^{\frac{L_{y}}{2}} \int_{-\infty}^{\infty} n^{2}(x, y)\left(\frac{1}{\left(\pi \ell_{z}^{2}\right)^{\frac{1}{4}}} e^{-\frac{z^{2}}{2 \ell_{z}^{2}}}\right)^{2} \mathrm{~d} z \mathrm{~d} y \mathrm{~d} x=\frac{g_{3 \mathrm{D}} n^{2} L_{x} L_{y}}{2} \tag{1.76}
\end{equation*}
$$

where we have assumed the density profile in the transverse direction to take a Gaussian form, which is valid under the condition $a_{s} \ll \ell_{z}$. We now introduce the dimensionless interaction parameter as

$$
\begin{equation*}
\tilde{g}_{3 \mathrm{D}}=\frac{m}{\hbar^{2}} g_{3 \mathrm{D}} . \tag{1.77}
\end{equation*}
$$

Using this, we can express the interaction energy as

$$
\begin{equation*}
E_{\mathrm{int}}=\frac{\hbar^{2} \tilde{g}_{3 \mathrm{D}} N n}{2 m} \tag{1.78}
\end{equation*}
$$

Now, using the density of states as derived in Eq. (A.6), the energy of the $N^{\text {th }}$ excited single-particle state is calculated as

$$
\begin{equation*}
E_{N}=\frac{n L_{x} L_{y}}{g(E)} \int_{-\infty}^{\infty} \frac{1}{\sqrt{\pi \ell_{z}^{2}}} e^{-\frac{z^{2}}{\ell_{z}^{2}}} \mathrm{~d} z=\frac{2 n \pi \hbar^{3} \omega_{z}}{m E} \tag{1.79}
\end{equation*}
$$

Therefore, the kinetic energy follows as

$$
\begin{equation*}
E_{\text {kin }}=\frac{N n \pi \hbar^{3} \omega_{z}}{m E} . \tag{1.80}
\end{equation*}
$$

So, in the strongly interacting limit, we recover the relation

$$
\begin{equation*}
\tilde{g}_{3 \mathrm{D}}=\frac{2 \pi \hbar \omega_{z}}{E} . \tag{1.81}
\end{equation*}
$$

We see that the importance of interactions can be characterised by the energy scale $E / \hbar \omega_{z}$. Further, in the limit of pure 2D at which we consider the transverse and total energy to be comparable, we recover the result published in [46]. That is,

$$
\begin{equation*}
\lim _{\hbar \omega_{z} \rightarrow E} \tilde{g}_{3 \mathrm{D}}=2 \pi \tag{1.82}
\end{equation*}
$$

### 1.4 Quasi-condensation

Having derived the interaction energy, we can also consider the mean-field interaction energy per particle. At lower temperatures, this term dominates over the thermal energy and we can show

$$
\begin{equation*}
\frac{E_{\text {int }}}{N k_{B} T}=\frac{\hbar^{2} \tilde{g}_{3 \mathrm{D}} n}{2 m k_{B} T}=\frac{\sqrt{8 \pi} a_{s} / \ell_{z}}{4 \pi} \mathcal{D} \gg 1 . \tag{1.83}
\end{equation*}
$$

Or conversely

$$
\begin{equation*}
\mathcal{D} \gg \frac{\sqrt{2 \pi} \ell_{z}}{a_{s}} \tag{1.84}
\end{equation*}
$$

revealing that for sufficiently low temperatures, density fluctuations are suppressed. In fact, it is already known that density fluctuations are suppressed for $\mathcal{D} \gg 1$ [47-49] and is described here as the manifestation of a quasi-condensate. What is specifically meant by this term is that although density fluctuations are minimised, there is not an associated phase coherence as in the case of true condensation. The concept of quasi-condensation was first discussed by Popov [50] and later developed by Petrov et al [41].

### 1.5 Bogoliubov theory

By looking for time-dependent solutions of the GPE, we can recover information about collective excitations for our system. This is performed by considering some fluctuation $\delta \phi(\mathbf{r}, t)$ about the ground state of the system $\phi_{0}(\mathbf{r})$ via the expression

$$
\begin{equation*}
\phi(\mathbf{r}, t)=e^{-i \mu t / \hbar}\left[\phi_{0}(\mathbf{r})+\delta \phi(\mathbf{r}, t)\right] . \tag{1.85}
\end{equation*}
$$

Then, by substituting this into the time-dependent GPE and subtracting the time-independent GPE we recover a time-dependent equation governing the evolution of fluctuations about the ground state. Considering small amplitude fluctuations, we can linearise to first order in $\delta \phi(\mathbf{r}, t)$ to get

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t} \delta \phi(\mathbf{r}, t)=\left[\hat{h}_{0}+2 g\left|\phi_{0}\right|^{2}-\mu\right] \delta \phi(\mathbf{r}, t)+g \phi_{0}^{2} \delta \phi^{*}(\mathbf{r}, t) \tag{1.86}
\end{equation*}
$$

Now, it's possible to look for solutions in the plane-wave basis of the form

$$
\begin{equation*}
\delta \phi(\mathbf{r}, t)=\sum\left[u_{i}(\mathbf{r}) e^{-i \omega_{i} t}+v_{i}^{*}(\mathbf{r}) e^{i \omega_{i} t}\right] \tag{1.87}
\end{equation*}
$$

where $\omega_{i}$ label the frequency of the $i$-th mode. Substituting Eq. (1.87) and its complex conjugate into Eq. (1.86), it is possible to recover the coupled Bogoliubov equations. When written in matrix form, these are expressed as

$$
\left(\begin{array}{cc}
\hat{L}(\mathbf{r}) & \hat{M}(\mathbf{r})  \tag{1.88}\\
-\hat{M}^{*}(\mathbf{r}) & -\hat{L}^{*}(\mathbf{r})
\end{array}\right)\binom{u_{i}(\mathbf{r})}{v_{i}(\mathbf{r})}=\epsilon_{i}\binom{u_{i}(\mathbf{r})}{v_{i}(\mathbf{r})},
$$

where the operators

$$
\begin{align*}
& \hat{L}=\hat{h}_{0}+2 g\left|\phi_{0}(\mathbf{r})\right|^{2}-\mu \\
& \hat{M}(\mathbf{r})=g\left[\phi_{0}(\mathbf{r})\right]^{2} \tag{1.89}
\end{align*}
$$

have been introduced. We have also defined $\epsilon_{i}$ as the dressed energy of mode $i$. Another way to derive the Bogoliubov equations is by diagonalising the Hamiltonian. Let us begin by truncating our full system Hamiltonian down to one that is quadratic ( $\hat{H} \approx$ $H_{0}+\hat{H}_{1}+\hat{H}_{2}$ ) in fluctuations. In the grand-canonical ensemble, where particles and energy are non-conserved we can replace $\hat{H}$ by $\hat{K}=\hat{H}-\mu \hat{N}$ where $\hat{N}=\int d \mathbf{r} \hat{\Psi}^{\dagger} \hat{\Psi}$ is the number operator. Now, considering a time-dependent wavefunction as before and writing $\left.\hat{\Psi}(\mathbf{r}, t)=\phi_{0}(\mathbf{r})+\hat{\delta}(\mathbf{r}, t)\right)$ we can write

$$
\begin{align*}
\hat{K}= & \int d \mathbf{r}\left[\left(\phi_{0}^{*}+\hat{\delta}^{\dagger}\right) \hat{h}_{0}\left(\phi_{o}+\hat{\delta}\right)\right] \\
& +\frac{g}{2} \int d \mathbf{r}\left[\left(\phi_{0}^{*}+\hat{\delta}^{\dagger}\right)\left(\phi_{0}^{*}+\hat{\delta}^{\dagger}\right)\left(\phi_{0}+\hat{\delta}\right)\left(\phi_{0}+\hat{\delta}\right)\right]  \tag{1.90}\\
& -\mu \int d \mathbf{r}\left[\left(\phi_{0}^{*}+\hat{\delta}^{\dagger}\right)(\phi+\hat{\delta})\right] .
\end{align*}
$$

This can be separated by its order in terms of fluctuation operators into

$$
\begin{align*}
K_{0} & =\int d \mathbf{r}\left[\phi_{0}^{*}\left(\hat{h}_{0}-\mu\right) \phi_{0}+\frac{g}{2}\left|\psi_{0}\right|^{4}\right] \\
\hat{K}_{1} & =\int d \mathbf{r}\left[\hat{\delta}^{\dagger}\left(\hat{h}_{0}+g\left|\phi_{0}\right|^{2}-\mu\right) \phi_{0}+\phi_{0}^{*}\left(\hat{h}_{0}+g\left|\phi_{0}\right|^{2}-\mu\right) \hat{\delta}\right]  \tag{1.91}\\
\hat{K}_{2} & =\int d \mathbf{r}\left[\hat{\delta}^{\dagger}\left(\hat{h}_{0}+2 g\left|\phi_{0}\right|^{2}-\mu\right) \hat{\delta}+\frac{g}{2}\left(\left(\phi_{0}^{*}\right)^{2} \hat{\delta} \hat{\delta}+\phi_{0}^{2} \hat{\delta}^{\dagger} \hat{\delta}^{\dagger}\right)\right] .
\end{align*}
$$

Considering each term separately we can in fact see that minimisation of $K_{0}$ for a constant chemical potential is entirely equivalent to the minimisation of the energy functional of Eq. (1.55) which leads to the derivation of the stationary GPE. Such a minimisation assumes that there exists a unique minimum where the condensate chooses a random coherent phase, consistent with our assumption of symmetry breaking. Now, substituting the GPE of Eq. (1.56) into the expression for $\hat{K}_{1}$ leads to the simple result $\hat{K}_{1}=0$. However, it is in fact possible to diagonalise the $\hat{K}_{2}$ term by utilising the Bogoluliubov transformation relations

$$
\begin{equation*}
\hat{\delta}(\mathbf{r}, t)=\sum_{i}\left[u_{i}(\mathbf{r}) \hat{\beta}_{i}(t)+v_{i}^{*}(\mathbf{r}) \hat{\beta}_{i}^{\dagger}(t)\right], \quad \text { and } \quad \hat{\delta}^{\dagger}(\mathbf{r}, t)=\sum_{i}\left[u_{i}^{*}(\mathbf{r}) \hat{\beta}_{i}^{\dagger}(t)+v_{i}(\mathbf{r}) \hat{\beta}_{i}(t)\right] . \tag{1.92}
\end{equation*}
$$

Here, we have introduced $\hat{\beta}^{\dagger}(\hat{\beta})$ as the creation (annihilation) operators for quasiparticles which obey the Bose commutation relations

$$
\begin{align*}
{\left[\hat{\beta}_{i}, \hat{\beta}^{\dagger}\right] } & =\delta_{i j} \\
{\left[\hat{\beta}_{i}, \hat{\beta}_{j}\right] } & =0 . \tag{1.93}
\end{align*}
$$

Expressing the non-condensate operators in terms of quasiparticles via Eq. (1.92) is analogous to the expansion around the condensate mean field. From the commutation relations, one may also derive orthonormality relations for the non-condensate operators given by

$$
\begin{align*}
& \int d \mathbf{r}\left[u_{i}^{*}(\mathbf{r}) u_{j}(\mathbf{r})-v_{i}^{*}(\mathbf{r}) v_{j}(\mathbf{r})\right]=\delta_{i j} .  \tag{1.94}\\
& \int d \mathbf{r}\left[u_{i}(\mathbf{r}) v_{j}(\mathbf{r})-v_{i}(\mathbf{r}) u_{j}(\mathbf{r})\right]=0
\end{align*} .
$$

To simplify the following steps we now split the second-order contribution $\hat{K}_{2}$ into two parts

$$
\begin{equation*}
\hat{K}_{2}^{1}=\int d \mathbf{r}\left[\hat{\delta}^{\dagger}\left(\hat{h}_{0}+2 g\left|\phi_{0}\right|^{2}-\mu\right) \hat{\delta}\right] \tag{1.95}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{K}_{2}^{2}=\int d \mathbf{r}\left[\frac{g}{2}\left(\left(\phi_{0}^{*}\right)^{2} \hat{\delta} \hat{\delta}+\phi_{0}^{2} \hat{\delta}^{\dagger} \hat{\delta}^{\dagger}\right)\right] \tag{1.96}
\end{equation*}
$$

considering each separately. Substituting the Bogoliubov transformation relations Eq. (1.92) into Eq. (1.95) we get

$$
\begin{align*}
& \hat{K}_{2}^{1}=\int d \mathbf{r} \sum_{i}\left(u_{i}^{*} \hat{\beta}_{i}^{\dagger}+v_{i} \hat{\beta}_{i}\right)\left\{\hat{h}_{0}+2 g\left|\phi_{0}\right|^{2}-\mu\right\} \sum_{j}\left(u_{j} \hat{\beta}_{j}+v_{j}^{*} \hat{\beta}_{j}^{\dagger}\right) \\
&=\int d \mathbf{r} \sum_{i}\left\{u_{i}^{*} \hat{\beta}_{i}^{\dagger} \hat{h}_{0} u_{j} \hat{\beta}_{j}+u_{i}^{*} \hat{\beta}_{i}^{\dagger} \hat{h}_{0} v_{j}^{*} \hat{\beta}_{j}^{\dagger}+u_{i}^{*} \hat{\beta}_{i}^{\dagger} 2 g\left|\phi_{0}\right|^{2} u_{j} \hat{\beta}_{j}+u_{i}^{*} \hat{\beta}_{i}^{\dagger} 2 g\left|\phi_{0}\right|^{2} v_{j}^{*} \hat{\beta}_{j}^{\dagger}\right.  \tag{1.97}\\
&-u_{i}^{*} \hat{\beta}_{i}^{\dagger} \mu u_{j} \hat{\beta}_{j}-u_{i}^{*} \hat{\beta}_{i}^{\dagger} \mu v_{j}^{*} \hat{\beta}_{j}^{\dagger}+v_{i} \hat{\beta}_{i} \hat{h}_{0} u_{j} \hat{\beta}_{j}+v_{i} \hat{\beta}_{i} \hat{h}_{0} v_{j}^{*} \hat{\beta}_{j}^{\dagger} \\
&\left.+v_{i} \hat{\beta}_{i} 2 g\left|\phi_{0}\right|^{2} u_{j} \hat{\beta}_{j}+v_{i} \hat{\beta}_{i} 2 g\left|\phi_{0}\right|^{2} v_{j}^{*} \hat{\beta}_{j}^{\dagger}-v_{i} \hat{\beta}_{i} \mu u_{j} \hat{\beta}_{j}-v_{i} \hat{\beta}_{i} \mu v_{j}^{*} \hat{\beta}_{j}^{\dagger}\right\}
\end{align*}
$$

which simplifies to

$$
\begin{align*}
\hat{K}_{2}^{1}=\int d \mathbf{r} \sum_{i j} & \left\{\left[u_{i}^{*} \hat{h}_{0} u_{j}+u_{i}^{*} 2 g\left|\phi_{0}\right|^{2} u_{j}-u_{i}^{*} \mu u_{j}\right] \hat{\beta}_{i}^{\dagger} \hat{\beta}_{j}\right. \\
& +\left[v_{i} \hat{h}_{0} v_{j}^{*}+v_{i} 2 g\left|\phi_{0}\right|^{2} v_{j}^{*}-v_{i} \mu v_{j}^{*}\right] \hat{\beta}_{i} \hat{\beta}_{j}^{\dagger}  \tag{1.98}\\
& +\left[u_{i}^{*} \hat{h}_{0} v_{j}^{*}+u_{i}^{*} 2 g\left|\phi_{0}\right|^{2} v_{j}^{*}-u_{i}^{*} \mu v_{j}^{*}\right] \hat{\beta}_{i}^{\dagger} \hat{\beta}_{j}^{\dagger} \\
& \left.\quad+\left[v_{i} \hat{h}_{0} u_{j}+v_{i} 2 g\left|\phi_{0}\right|^{2} u_{j}-v_{i} \mu u_{j}\right] \hat{\beta}_{i} \hat{\beta}_{j}\right\} .
\end{align*}
$$

Specifically considering the second contribution Eq. (1.96) we get

$$
\begin{gather*}
\hat{K}_{2}^{2}=\frac{g}{2} \int d \mathbf{r} \sum_{i j}\left\{\left(\phi_{0}^{*}\right)^{2} \sum_{i j}\left(u_{i} \hat{\beta}_{i}+v_{i}^{*} \hat{\beta}_{i}^{\dagger}\right)\left(u_{j} \hat{\beta}_{j}+v_{j}^{*} \hat{\beta}_{j}^{\dagger}\right)+\left(\phi_{0}\right)^{2} \sum_{i j}\left(u_{i}^{*} \hat{\beta}_{i}^{\dagger}+v_{i} \hat{\beta}_{i}\right)\left(u_{j}^{*} \hat{\beta}_{j}^{\dagger}+v_{j} \hat{\beta}_{j}\right)\right\} \\
=\frac{g}{2} \int d \mathbf{r} \sum_{i j}\left\{\left(\phi_{0}^{*}\right)^{2} u_{i} \hat{\beta}_{i} u_{j} \hat{\beta}_{j}+\left(\phi_{0}^{*}\right)^{2} v_{i}^{*} \hat{\beta}_{i}^{\dagger} v_{j}^{*} \hat{\beta}_{j}^{\dagger}+\left(\phi_{0}^{*}\right)^{2} u_{i} \hat{\beta}_{i} v_{j}^{*} \hat{\beta}_{j}^{\dagger}+\left(\phi_{0}^{*}\right)^{2} v_{i}^{*} \hat{\beta}_{i}^{\dagger} u_{j} \hat{\beta}_{j}\right. \\
\left.+\phi_{0}^{2} u_{i}^{*} \hat{\beta}_{i}^{\dagger} u_{j}^{*} \hat{\beta}_{j}^{\dagger}+\phi_{0}^{2} v_{i} \hat{\beta}_{i} v_{j} \hat{\beta}_{j}+\phi_{0}^{2} u_{i}^{*} \hat{\beta}_{i}^{\dagger} v_{j} \hat{\beta}_{j}+\phi_{0}^{2} v_{i} \hat{\beta}_{i} u_{j}^{*} \hat{\beta}_{j}^{\dagger}\right\}, \tag{1.99}
\end{gather*}
$$

which is just

$$
\begin{align*}
\hat{K}_{2}^{2}=\frac{g}{2} \int d \mathbf{r} \sum_{i j} & \left\{\left[\left(\phi_{0}^{*}\right)^{2} u_{i} u_{j}+\phi_{0}^{2} v_{i} v_{j}\right] \hat{\beta}_{i} \hat{\beta}_{j}\right. \\
+ & \left.+\left(\phi_{0}^{*}\right)^{2} v_{i}^{*} v_{j}^{*}+\phi_{0}^{2} u_{i}^{*} u_{j}^{*}\right] \hat{\beta}_{i}^{\dagger} \hat{\beta}_{j}^{\dagger}  \tag{1.100}\\
+ & {\left[\left(\phi_{0}^{*}\right)^{2} u_{i} v_{j}^{*}+\phi_{0}^{2} v_{i} u_{j}^{*}\right] \hat{\beta}_{i} \hat{\beta}_{j}^{\dagger} } \\
& \left.\quad+\left[\left(\phi_{0}^{*}\right)^{2} v_{i}^{*} u_{j}+\phi_{0}^{2} u_{i}^{*} v_{j}\right] \hat{\beta}_{i}^{\dagger} \hat{\beta}_{j}\right\}
\end{align*}
$$

To simplify and recombine our constituent expressions we introduce the operator $\hat{\mathcal{L}}=$ $\hat{h}_{0}+2 g\left|\phi_{o}\right|^{2}-\mu$. We can then write our expression for $\hat{K}_{2}=\hat{K}_{2}^{1}+\hat{K}_{2}^{2}$ as

$$
\begin{align*}
\hat{K}_{2}=\int d \mathbf{r} \sum_{i j} & \left\{\left[u_{i}^{*} \hat{\mathcal{L}} u_{j}+\frac{g}{2}\left(\left(\phi_{0}^{*}\right)^{2} v_{i}^{*} u_{j}+\phi_{0}^{2} u_{i}^{*} v_{j}\right)\right] \hat{\beta}_{i}^{\dagger} \hat{\beta}_{j}\right. \\
& +\left[v_{i} \hat{\mathcal{L}} v_{j}^{*}+\frac{g}{2}\left(\left(\phi_{0}^{*}\right)^{2} u_{i} v_{j}^{*}+\phi_{0}^{2} v_{i} u_{j}^{*}\right)\right] \hat{\beta}_{i} \hat{\beta}_{j}^{\dagger}  \tag{1.101}\\
& +\left[u_{i}^{*} \hat{\mathcal{L}} v_{j}^{*}+\frac{g}{2}\left(\left(\phi_{0}^{*}\right)^{2} v_{i}^{*} v_{j}^{*}+\phi_{0}^{2} u_{i}^{*} u_{j}^{*}\right)\right] \hat{\beta}_{i}^{\dagger} \hat{\beta}_{j}^{\dagger} \\
& \left.\quad+\left[v_{i} \hat{\mathcal{L}} u_{j}+\frac{g}{2}\left(\left(\phi_{0}^{*}\right)^{2} u_{i} u_{j}+\phi_{0}^{2} v_{i} v_{j}\right)\right] \hat{\beta}_{i} \hat{\beta}_{j} .\right\} .
\end{align*}
$$

Denoting the Hermitian Conjugate as (H.C.), this can be simplified further down to

$$
\begin{align*}
& \hat{K}_{2}=\frac{1}{2} \int d \mathbf{r} \sum_{i j}\left\{\left[u_{i}^{*} \hat{\mathcal{L}} u_{j}+v_{i} \hat{\mathcal{L}} v_{j}^{*}+g\left(\phi_{0}\right)^{2} u_{i}^{*} v_{j}+g \phi_{0}^{2} v_{i} u_{j}^{*}\right] \hat{\beta}_{i}^{\dagger} \hat{\beta}_{j}+[\text { H.C. }]\right. \\
&\left.+\left[v_{i} \hat{\mathcal{L}} u_{j}+v_{i} \hat{\mathcal{L}} u_{j}+g\left(\phi_{0}^{*}\right)^{2} u_{i} u_{j}+g \phi_{0}^{2} v_{i} v_{j}\right] \hat{\beta}_{i} \hat{\beta}_{j}+\text { H.C. }\right\} . \tag{1.102}
\end{align*}
$$

Now, if $u_{j} \& v_{j}$ satisfy the coupled Bogoliubov equations and $\phi, \epsilon \in \mathbb{R}$ we have

$$
\begin{align*}
\hat{\mathcal{L}} u_{j}+g \phi_{0}^{2} v_{j} & =\epsilon_{j} u_{j} \\
\hat{\mathcal{L}} v_{j}+g \phi_{0}^{2} u_{j} & =-\epsilon_{j} v_{j} . \tag{1.103}
\end{align*}
$$

Utilising conjugation techniques of variables we can obtain the following expressions

$$
\begin{align*}
& u_{i}^{*} \hat{\mathcal{L}} u_{j}+g \phi_{0}^{2} u_{i}^{*} v_{j}=u_{i}^{*} \epsilon_{j} u_{j} \\
& v_{i} \hat{\mathcal{L}} v_{j}^{*}+g\left(\phi_{0}^{*}\right)^{2} v_{i} u_{j}^{*}=-v_{i} \epsilon_{j} v_{j}^{*} \\
& v_{i} \hat{\mathcal{L}} u_{j}+g \phi_{0}^{2} v_{i} v_{j}=v_{i} \epsilon_{j} u_{j}  \tag{1.104}\\
& v_{j} \hat{\mathcal{L}} u_{i}+g \phi_{0}^{2} u_{j} u_{i}=-v_{j} \epsilon_{j}^{*} u_{i} .
\end{align*}
$$

These allow us to simplify our expression of $\hat{K}_{2}$ into

$$
\begin{align*}
& \hat{K}_{2}=\frac{1}{2} \int d \mathbf{r} \sum_{i j}\left\{\left[\epsilon_{j}\left(u_{i}^{*} u_{j}-v_{i} v_{j}^{*}\right)\right] \hat{\beta}_{i}^{\dagger} \hat{\beta}_{j}+[\text { H.C. }] \hat{\beta}_{i} \hat{\beta}_{j}^{\dagger}\right.  \tag{1.105}\\
&\left.+\left[\epsilon_{j}\left(v_{i} u_{j}-v_{j} u_{i}\right)\right] \hat{\beta}_{i} \hat{\beta}_{j}+\text { H.C. }\right\}
\end{align*}
$$

Using the orthonormality relations of Eq. (1.94), the third term and its hermitian conjugate vanish. So now we can write

$$
\begin{equation*}
\hat{K}_{2}=\frac{1}{2} \int d \mathbf{r} \sum_{i j}\left\{\left(\epsilon_{j}+\epsilon_{i}\right)\left(u_{i}^{*} u_{j} \hat{\beta}_{i}^{\dagger} \hat{\beta}_{j}-v_{i} v_{j}^{*} \hat{\beta}_{i} \hat{\beta}_{j}^{\dagger}\right)\right\} . \tag{1.106}
\end{equation*}
$$

Using the bosonic commutation relations, we get $\hat{\beta}_{i} \hat{\beta}_{j}^{\dagger}=\hat{\beta}_{j}^{\dagger} \hat{\beta}_{i}+\delta_{i j}$ and so we can write

$$
\begin{equation*}
\hat{K}_{2}=\frac{1}{2} \int d \mathbf{r} \sum_{i j}\left\{\left(\epsilon_{j}+\epsilon_{i}\right)\left(u_{i}^{*} u_{j} \hat{\beta}_{i}^{\dagger} \hat{\beta}_{j}-v_{i} v_{j}^{*}\left(\hat{\beta}_{j}^{\dagger} \hat{\beta}_{i}+\delta_{i j}\right)\right)\right\} . \tag{1.107}
\end{equation*}
$$

This simplifies to

$$
\begin{equation*}
\left.\hat{K}_{2}=\frac{1}{2} \int d \mathbf{r} \sum_{i j}\left\{\left(\epsilon_{j}+\epsilon_{i}\right)\left(u_{i}^{*} u_{j}-v_{j} v_{i}^{*}\right)\right) \hat{\beta}_{i}^{\dagger} \hat{\beta}_{j}-\left(\epsilon_{j}+\epsilon_{i}\right) v_{i} v_{j}^{*} \delta_{i j}\right\} . \tag{1.108}
\end{equation*}
$$

Once again utilising the orthonormality relations of Eq. (1.94), this becomes

$$
\begin{equation*}
\hat{K}_{2}=\frac{1}{2} \sum_{i j}\left\{\left(\epsilon_{j}+\epsilon_{i}\right) \delta_{i j} \hat{\beta}_{i}^{\dagger} \hat{\beta}_{j}\right\}-\frac{1}{2} \int d \mathbf{r} \sum_{i j}\left\{\left(\epsilon_{j}+\epsilon_{i}\right) \delta_{i j} v_{i} v_{j}^{*} \delta_{i j}\right\}, \tag{1.109}
\end{equation*}
$$

which is simply

$$
\begin{equation*}
\hat{K}_{2}=\frac{1}{2} \sum_{i}\left\{2 \epsilon_{i} \hat{\beta}_{i}^{\dagger} \hat{\beta}_{i}\right\}-\frac{1}{2} \int d \mathbf{r} \sum_{i}\left\{2 \epsilon_{i} v_{i} v_{i}^{*}\right\} . \tag{1.110}
\end{equation*}
$$

So finally we arrive at

$$
\begin{equation*}
\hat{K}_{2}=\sum_{i} \epsilon_{i} \hat{\beta}_{i}^{\dagger} \hat{\beta}_{i}-\sum_{i} \epsilon_{i} \int d \mathbf{r}\left|v_{i}\right|^{2} \tag{1.111}
\end{equation*}
$$

Typically the second contribution is negligible (assuming quantum depletion) and so we are simply left with a system of non-interacting quasiparticles with an energy spectrum obtained from Eq. (1.88).

### 1.6 Sound speed of the weakly interacting Bose gas

At zero temperature, we can safely assume the system state is completely described by the order parameter $\phi_{0}$. In a uniform system, we can omit the trapping potential by setting $V_{\text {pot }}=0$ and make the substitution $n_{0}=\left|\phi_{0}\right|^{2}$, as well as $\mu=g n_{0}$. This allows us to express Eq. (1.88) as

$$
\left[\begin{array}{cc}
\left(-\frac{h^{2} \mathbf{k}^{2}}{2 m}+g n_{0}-\epsilon_{i}\right) & g n_{0}^{2}  \tag{1.112}\\
g n_{0}^{2} & \left(-\frac{h^{2} \mathbf{k}^{2}}{2 m}+g n_{0}+\epsilon_{i}\right)
\end{array}\right]\left[\begin{array}{c}
u_{i} \\
v_{i}
\end{array}\right]=0 .
$$

By imposing that determinant is zero-valued, this equation can be easily solved to give the excitation spectrum

$$
\begin{equation*}
\epsilon_{i}=\sqrt{\frac{h^{2} \mathbf{k}^{2}}{2 m}\left(\frac{h^{2} \mathbf{k}^{2}}{2 m}+2 g n\right)} . \tag{1.113}
\end{equation*}
$$

We highlight that although this treatment seems futile in 2D since thermal fluctuations destroy the order parameter, the long-wavelength fluctuations only extinguish coherence at long distance. As such, the system still exhibits off-diagonal long range order. In fact the applicability of this treatment for quasi-condensates is discussed at length and justified in $[48,51,52]$. The long wavelength excitations are phonon modes

$$
\begin{equation*}
\lim _{\mathbf{k} \rightarrow 0} \epsilon_{i}=\sqrt{\frac{g n}{m}} \mathbf{k}=c_{B} \mathbf{k} \tag{1.114}
\end{equation*}
$$

where we have introduced the Bogoliubov phonon mode velocity

$$
\begin{equation*}
c_{B}=\sqrt{\frac{g n}{m}}, \tag{1.115}
\end{equation*}
$$

corresponding to the Goldstone mode of the weakly interacting Bose gas. This arises from the spontaneous breaking of $U(1)$ symmetry. In contrast, for small-wavelength modes, the excitation spectrum is described by a single-particle kinetic energy term such that

$$
\begin{equation*}
\lim _{\mathbf{k} \rightarrow \infty} \epsilon_{i}=\frac{h^{2} \mathbf{k}^{2}}{2 m} . \tag{1.116}
\end{equation*}
$$

### 1.7 Chapter summary

In this chapter we introduced some of the theoretical tools and concepts relevant throughout this thesis. We considered the effects of dimensionality on the ideal Bose gas, bearing interesting insights into the effects of system dimensionality on the prospect of BEC. We then considered the effects of inter-atomic interaction, motivating the fundamental concepts behind the Gross-Pitaevskii equation. Following this, we discussed the quantised nature of vortices within superfluid systems, which will be of paramount importance in the following chapter. We then introduced a trapping potential capable of facilitating the study of a dimensional crossover from 2D to 3D and explored arguments concerning the energy scales of such a system. This motivated the definition of quasi-condensation, which will become important in the later parts of this thesis where quasi-condensation is thought to manifest the continuity of sound across the 2D phase transition. Finally we investigated Bogoliubov theory, revealing the phonon-like behaviour of first-order long-wavelength perturbations. This will become important in the final chapter of this thesis, where we probe the response in sound speed across temperature and through a dimensionality crossover.

## Chapter 2

## Spin-up of a superfluid vortex lattice driven by rough boundaries

The contents that follow in this chapter were published in Keepfer et al [53]. This chapter focuses on the proliferation of quantised vortex filaments generated from a rotating rough potential barrier, starting from an initially quiescent fluid. Here, we see the importance of vortex interactions and reconnections as we recover the simple vortex lattice solution for a superfluid under rotation.

### 2.1 Introduction to superfluidity

Superfluids are extraordinary fluids characterised by the absence of viscosity. They are irrotational everywhere except at vortex lines whose circulation is quantised in units of $\kappa=h / m$, where $h$ is Planck's constant and $m$ is the mass of the boson which composes the fluid $[40,54]$. First discovered and studied in liquid helium-4 and, decades later, in helium-3, superfluidity has since been observed in ultracold gases and photonic systems. The constraint of quantised vorticity is a consequence of quantum mechanics - vorticity can only arise as $2 \pi$ topological defects of the macroscopic single-particle wavefunction of the quantum many-body system. The characteristic density and phase profiles of a system containing a central vortex may be viewed in Fig. 2.1, where we see a density dip at the vortex core and a corresponding discontinuity in the phase profile. In addition, we observe the velocity profile in the presence of this topological defect.

These defects manifest as vortex lines, or filaments, in the three-dimensional cases. As well as possessing a circulating flow, the vortex lines have a core of depleted density about their axis, out to a core radius $a_{0}$ which is of the order of the superfluid healing length. In helium- 4 and helium- 3 the vortex core size $a_{0}$ is around $10^{-10} \mathrm{~m}$ and $10^{-8} \mathrm{~m}$, respectively. In addition, vortices have been successfully visualised in ultracold atomic systems, wherein


Figure 2.1: Density and phase information for a central singularly-charged vortex in a uniform 2D system. White arrows are superimposed whose size and orientation depict the amplitude and direction of the velocity profile of the fluid, as given by Eq. (1.62). We visualise the phase and density concurrently using a technique outlined by Stagg [55].
the healing length can vary in a wide range of the micron scale [56-60].
Superfluidity may be defined by the characteristic behaviour exhibited by a quantum fluid. For example, a superfluid state possesses phase stiffness, in that if we were to rotate a superfluid at given angular frequency $\Omega$, then in the Galilean laboratory frame rotating at the same frequency the fluid would be at rest. Additionally, once in motion, the superfluid remains undamped by viscous boundary forces like in a typical fluid. The textbook paradigm of superfluidity is a cylindrical bucket of superfluid helium rotating at constant angular frequency $\Omega$. Classical solid-body rotation is forbidden by the irrotational nature of the superfluid. At sufficiently small values of $\Omega$, the fluid remains quiescent. However, if $\Omega$ is increased past a critical value $\Omega_{\mathrm{c}}$, the presence of a vortex line is energetically favourable. Using hydrodynamic arguments and up to a logarithmic correction, it is estimated [40] that this critical angular frequency is

$$
\begin{equation*}
\Omega_{\mathrm{c}}=\frac{\hbar}{m R^{2}} \ln \left(\frac{R}{a_{0}}\right), \tag{2.1}
\end{equation*}
$$

where $m$ is the mass of a helium atom, and $R$ is the radius of the bucket. At larger values of $\Omega$, two vortices become favourable, and so on. For $\Omega \gg \Omega_{\mathrm{c}}$ the stationary state of the fluid is the famed vortex lattice, an array of vortex lines aligned along the axis of rotation
with areal density

$$
\begin{equation*}
n_{\mathrm{v}}=\frac{2 \Omega}{\kappa}, \tag{2.2}
\end{equation*}
$$

known as Feynman's rule. The vortex lattice was first imaged in superfluid helium by Packard et al [61] and more recently by Bewley et al [62]. The lattice has also been observed in ultracold gaseous superfluids trapped by smooth confining potentials [58, 63], with some containing more than 300 vortices [64].

The process in which the vortices enter the superfluid in the first place is called vortex nucleation. Being associated with a $2 \pi$ phase singularity of the macroscopic wavefunction, a vortex line is topologically protected. Thus, starting from some initially vortex-free state, vortices must enter the superfluid as a result of some mechanism. In a trapped BEC, vortices may either be nucleated by rotating the trapping potential or alternatively by introducing a dynamical obstacle or impurity [65, 66]. In the former case, the vortex enters spontaneously via a dynamical instability from topological deformations on the condensate. In the latter case, vortex lines may be generated extrinsically by stretching some pre-existing vortex lines called "remanent vortices" which, under suitable conditions, can spool additional vortices [67]. Remanent vortices are thought to arise when cooling the helium sample through the superfluid transition, and can be avoided by using careful experimental protocols [68]. We note here that other protocols are available for vortex generation in ultracold atomic systems, including the Kibble-Zurek mechanism [69], spinorbit coupling [70, 71], and others. The Kibble-Zurek mechanism predicts the formation and approximate density of topological defects (vortices) through a phase transition at a rate governed by quench duration $[72,73]$. Spin-orbit coupling techniques utilise rotating Raman lasers which, through spin-orbit interaction, generate vortex structures.

Individual vortex nucleation in a rotating bucket, either intrinsic or extrinsic, has never been visualised in detail. Experimentally, it remains challenging to image the flow in the vicinity of a boundary, despite progress in flow visualisation in the bulk [62, 74, 75], more so because the microscopic scale of the vortices themselves. Theoretically, the nucleation problem has been addressed using energy arguments [76, 77] with no insight in the dynamics. With few exceptions [78], the effect of microscopic boundary roughness on the vortex nucleation has not been studied. A related and better understood nucleation process takes place when an ion bubble is driven in liquid helium by an applied electric field. Compared to the bucket, the nucleation is more controlled in terms of geometry (the shape of the bubble can be determined theoretically) and velocity (experimentally determined by time of flight measurements). Vortex nucleation by the ion bubble has received much more detailed experimental and theoretical attention [79-83] than nucleation by the walls of the bucket which contains the helium sample.

For what follows, we are not concerned with the vortex nucleation as such, but rather with the intermediate state between the nucleation and the final vortex lattice. This
intermediate stage is still unexplored, but, given that the length scales and the time scales involved depend on the vortex separation rather the vortex core size (i.e. they are mesoscopic rather than microscopic), there is prospect of experimental visualisation in the near future. The focus of attention is therefore not individual vortex dynamics at nucleation but the collective dynamics of many vortex lines in the presence of a boundary which is not smooth. For simplicity we limit the scope of our problem to a low-temperature regime, in which the normal fluid does not play an important role.

The traditional method to model the dynamics of superfluid vortices is the Vortex Filament Method (VFM) [84], which models vortex lines as infinitesimally thin filaments interacting with themselves, their neighbours and the boundary (via suitable images). However, this approach is not applicable to our problem. Firstly, if the boundary varies on atomic length scales comparable to the vortex core (which is likely to be the case for any metal or glass bucket containing liquid helium), then the core lengthscale can no longer be ignored compared to other relevant lengthscale, invalidating the assumptions behind the VFM. Secondly, the implementation of the boundary condition is cumbersome to set up and not simple to change from one boundary shape to another; indeed, the VFM has been implemented for plane [85], semi-spherical [85, 86], spherical [87, 88] and cylindrical [89, 90] boundaries, but never for irregular boundaries relevant to our problem. Thirdly, the VFM does not describe vortex nucleation, but requires one to initialise the calculation with arbitrary seeding vortex lines. An alternative approach is through the Gross-Pitaevskii equation Eq. (1.56) [2, 40]. This formal description of a dilute weakly interacting gas of bosons, is equivalent to a continuity equation

$$
\begin{equation*}
\frac{\partial n}{\partial t}+\nabla \cdot(n \mathbf{v})=0 \tag{2.3}
\end{equation*}
$$

and an Euler-like equation

$$
\begin{equation*}
n\left(\frac{\partial \mathbf{v}}{\partial t}+(\mathbf{v} \cdot \nabla) \mathbf{v}\right)=-\nabla p-\nabla \mathbf{P}-n \nabla\left(\frac{V}{m}\right) \tag{2.4}
\end{equation*}
$$

for an inviscid fluid (the modification being the presence of a quantum pressure term) under the hydrodynamic decomposition

$$
\begin{equation*}
\Psi(\mathbf{r}, t)=\sqrt{n(\mathbf{r}, t)} \exp [i S(\mathbf{r}, t)] \tag{2.5}
\end{equation*}
$$

While the GPE is an excellent quantitative description of Bose gas superfluids, it is limited to being a qualitative description of superfluid helium due to the stronger interactions taking place in a liquid rather than in a gas. Nevertheless, its capability to describe the microscopic detail of superfluid dynamics - the finite-sized core, vortex interactions and reconnections, even the intrinsic nucleation - makes it a useful model to study superfluid
flows at a boundary. An important feature is that the GPE can easily implement irregular boundaries. Indeed, recent GPE simulations have predicted the occurrence of a turbulent boundary layer when the superfluid flows past a locally rough surface [78]: above a critical imposed flow speed, vortices are nucleated from the surface features, interact and become entwined in a layer adjacent to the surface.

Returning to the rotating bucket of superfluid helium, it is natural to ask if some kind of boundary layer may similarly form at the boundary of the rotating bucket in the transient evolution to the vortex lattice. Whether disordered or laminar, this layer will certainly involve vortex interactions. It is in fact unlikely that the vortex lines which nucleate extend from the top to the bottom of the bucket, as if the process were essentially twodimensional (2D). More likely, the first vortex lines which nucleate are small, and become long only after a sequence of interactions and reconnections. To qualitatively explore and quantify these interactions, here we perform a series of numerical experiments, based on the GPE, of a superfluid being spun-up in a bucket whose walls are microscopically rough. These numerical experiments allow us to build a physical picture of how vorticity enters the superfluid and forms a vortex lattice, and of the role of remanent vortices, sharp intrusions, rotation rate, and dimensionality.

### 2.2 Numerical recipe

We make two physically-motivated modifications to the basic GPE in Eq. (1.56). Firstly, since the GPE conserves energy, we follow other works [91-93] in introducing a phenomenological dissipation term into the GPE to model, at least in a qualitative way, the damping of excitations of the superfluid (for example, by their interaction with the normal fluid). This is achieved by replacing the left-side of Eq. (1.56) with $(i-\gamma) \hbar \partial \Psi / \partial t$, where $\gamma$ specifies the strength of the dissipation. Although not as accurate as the friction included within the VFM, this phenomenological dissipation will help damp out the oscillations of the vortex lines (Kelvin waves) [94, 95], which is the main effect of the friction which concerns us here. Secondly, given our rotating scenario, we work in the reference frame rotating at constant angular frequency $\Omega$ about the $z$ axis; this is achieved by introducing the angular momentum operator defined as

$$
\begin{equation*}
\hat{\mathbf{L}}=\hat{\mathbf{R}} \times \hat{\mathbf{P}} \tag{2.6}
\end{equation*}
$$

with $\hat{\mathbf{R}}=\mathbf{r}$ and $\hat{\mathbf{P}}=-i \hbar \nabla$. We can alternatively write the components of Eq. (2.6) as differential operators and introduce

$$
\begin{align*}
& \hat{L}_{x}=-i \hbar\left(y \frac{\partial}{\partial z}-z \frac{\partial}{\partial y}\right)  \tag{2.7a}\\
& \hat{L}_{y}=-i \hbar\left(z \frac{\partial}{\partial x}-x \frac{\partial}{\partial z}\right)  \tag{2.7b}\\
& \hat{L}_{z}=-i \hbar\left(x \frac{\partial}{\partial y}-y \frac{\partial}{\partial x}\right), \tag{2.7c}
\end{align*}
$$

where $\hat{L}_{x}, \hat{L}_{y}, \hat{L}_{z}$ correspond to rotation around the $x, y$, and $z$ axis respectively. Thus we use Eq. (2.7c) to modify the GPE as necessary and write

$$
\begin{equation*}
i \hbar \frac{\partial \Psi(\mathbf{r}, t)}{\partial t}=\left(-\frac{\hbar^{2}}{2 m} \nabla^{2}+V(\mathbf{r}, t)+g|\Psi(\mathbf{r}, t)|^{2}-\mu-i \hbar \Omega\left[x \frac{\partial}{\partial y}-y \frac{\partial}{\partial x}\right]\right) \Psi(\mathbf{r}, t) \tag{2.8}
\end{equation*}
$$

The initial condition for $\Psi$ in all of our simulations is the non-rotating ground state solution, found by the method of imaginary time propagation of the GPE, supplemented with low-amplitude white noise to $\Psi$ (amplitude 0.001 ) to break any symmetries artificially presented in the initial condition. We then impose a constant rotation on the system for $t>0$, with fixed rotation frequency $\Omega$. Note that $\Omega$ far exceeds the critical rotation frequency to support vortices $\Omega_{\mathrm{c}}$, such that the lowest energy state of the fluid is a vortex lattice.

The non-dimensionalisation of the GPE is based on the natural units of the homogeneous fluid [40]: the unit of length is the healing length $\xi$, the unit of speed is $c$, the unit of time is $\tau=\xi / c=\hbar / \mu_{0}$, the unit of energy is $\mu_{0}$, and the unit of density is $n_{0}$. Both our 3D and 2D numerical simulations of the GPE are performed using XMDS2 [96], an open-source partial and ordinary differential equation solver. The time evolution of the dimensionless GPE is computed via a fourth order Runge-Kutta integration scheme (see Appendix B.4) with typical time step $d t=0.01 \tau$ and grid spacing $d x=0.4 \xi$; these discretisation numbers are sufficiently small to resolve the smallest spatial features (vortices and the fluid boundary layer, which are of the order of a few healing lengths) and the shortest timescales in the fluid. We typically conduct our 3D simulations on a cubic grid of size $256^{3}$. Threaded parallel processing is employed using the OpenMP standard across typically 44 threads to improve processing speeds on computationally intensive simulations.

### 2.2.1 Bucket set-up

We consider the fluid to be confined within a cylindrical bucket of radius $R$ and height $H$. The axis of the cylinder is the z -axis of rotation. The bucket is modelled through


Figure 2.2: Example 2D fractional Brownian motion surfaces with the same numerical seed value with Hurst index (a) $\mathrm{H}=0.3$, (b) $\mathrm{H}=0.5$, (c) $\mathrm{H}=0.8$ respectively. We stress that that the surface used to generate the rough bucket potential in our simulations is made periodic through a mirroring process, as discussed in the main text.
the potential $V(\mathbf{r})$ : in the interior of the bucket we set $V=0$ while at the boundary and beyond we set $V \gg \mu_{0}$. In the ground state, the fluid density has the bulk value $n_{0}$ in the centre of the bucket, while close to the bucket wall it heals to zero density over a length scale characterised by the healing length $\xi=\hbar / \sqrt{m n_{0} g}$. The healing length also characterises the size of the cores of vortices in the fluid. Note that the chemical potential in the bulk is $\mu_{0}=n_{0} g$. The speed of sound in the uniform systems is $c=\sqrt{n_{0} g / m}$.

It is clearly computationally impossible to simulate the range of length scales which are realistic for a typical experiment with liquid helium in the context of the GPE model. The dimensions (radius and height) of typical buckets used in the experiments are of the order of the centimetre, which is around eight orders of magnitude larger than the vortex core size in helium- $4, a_{0}=10^{-10} \mathrm{~m}$ (in helium- 3 the vortex core is about 100 times larger). Instead, in our numerical experiments we employ buckets whose scale is around 2 orders of magnitude larger than the vortex core size. While this is clearly a vast scale reduction compared to real systems, the separation of scales between the vortices and the bucket size is sufficient to give us a qualitative insight into the dynamics of the vortex lines.

### 2.2.2 Surface roughness

To mimic the experimentally unavoidable surface roughness, we modify the azimuthal face of the bucket away from a perfect cylindrical shape using a noisy continuous twodimensional (2D) function $f$. This function is numerically generated through a twodimensional fractal Brownian motion process [97-99] with Hurst index of $H=0.3$, a parameter which describes the fractal dimension of the surface [100]. In Fig. 2.2 we demonstrate three realisations of fractional brownian motion with different Hurst indexes. Here we can observe a higher-frequency noise associated to a low Hurst index [Fig. 2.2(a)], and a lower frequency noise with increasing Hurst index [Fig. 2.2(b-c)]. The choice to


Figure 2.3: (a) An example of the 2D fractional Brownian motion function $f$, normalised to the range $[0,1]$ and mirrored about $\phi=0$, shown as a surface plot and a heatmap. (b) The rough cylindrical boundary of our bucket is formed by using the surface in (a) to modulate the radius of the bucket boundary with an amplitude $a$, according to Eq. (2.9). Here $a=0.1, R=50 \xi$.
model the roughness in this way is motivated by the well established fractal properties of real surfaces, including machined surfaces (of relevance to helium experiments), and the success of fractal brownian motion in modelling a wide variety of real rough surfaces [101]. The function is normalised between 0 and 1 , and is mirrored about its edge and recombined with itself in order to create periodicity across one dimension; a single realisation of the function is depicted in Fig. 2.3(a). The function is mapped onto the space of axial coordinate $z$ and azimuthal angle $\phi$, and used to modify the radius of the bucket according to the form,

$$
\begin{equation*}
r(z, \phi)=R(1-a f(z, \phi)), \tag{2.9}
\end{equation*}
$$

where $R$ is the smooth bucket radius and $a$ is the (dimensionless) roughness parameter. One could have chosen to implement the roughness via a summation of Fourier modes which would impose a natural periodicity. However this would require a spectral analysis of the surface of a typical confining potential, and goes beyond the scope of what we wish to investigate in what is already an analogue system of reduced complexity. The numerical procedure utilising Eq. (2.9) generates all of our rough 3D bucket shapes. By computing the local curvature of the surface roughness, we find that the values of the average radius of curvature corresponding to values $a=0.05,0.1,0.2$ and 0.3 of the roughness parameter are $10.4 \xi, 5.2 \xi, 2.6 \xi$ and $1.7 \xi$ respectively (small values of $a$ correspond to large radius of curvature, i.e. smoother surface). For simplicity, the top and bottom surfaces of the bucket are left smooth. The reason is that, by providing the vortex lines with pinning sites, any roughness on these surfaces will act essentially as an extra friction (an effect which is already qualitatively accounted for via the dissipation parameter $\gamma$ ) slowing down the final stage of crystallisation of the vortex lattice and prohibiting direct comparison to the 2 D reduction of this system.

### 2.2.3 Typical spin-up dynamics

We now demonstrate the typical spin up of an initially quiescent fluid. Unless otherwise indicated, we present results for the following choice of parameters: bucket radius $R=50 \xi$, bucket height $H=100 \xi$, rotation frequency $\Omega=0.02 \tau^{-1}$, dissipation parameter $\gamma=0.05$, and roughness parameter $a=0.1$ (meaning that the irregular surface of the bucket extends radially from $45 \xi$ to $50 \xi$, corresponding to irregular 'surface bumps' of height up to 5 healing lengths).

The evolution of the fluid is illustrated by the snapshots shown in Fig. 2.4 in which the vortex lines are tracked in 3D space using a precise method introduced by Villois et al [102]; movies of the evolution are available in the supplementary material of [103]. From the initial quiescent and vortex-free fluid, first we see the nucleation of vortex lines at the cylindrical boundary of the fluid [Fig. 2.4(a)]. The nucleation takes place at the


Figure 2.4: Three-dimensional snapshots at times $t / \tau=100$ (a), 200 (b), 500 (c), 1000 (d), 1500 (e) and 3000 (f) during the spin-up of the initially quiescent fluid. The vortex cores are identified by density isosurfaces; vortices with positive and negative circulation (as determined by their pseudo-vorticity [102] in the $z$ direction) are visualised in red and blue respectively. The faint yellow isosurface represents the confining bucket. A false-color shadow is projected onto the bottom surface to enhance the visualisation of the 3D vortex lines.
sharpest features on the surface, as seen in a previous calculation over a flat rough surface [78]: at these features the local (potential) flow velocity is raised by the curvature of the boundary, and exceeds the critical velocity of vortex nucleation, which, according to Landau's criterion, in a Bose gas is $v_{c} \approx c$. Since the local flow speed around a moving obstacle always exceeds the translational speed of the obstacle, Landau's criterion can be satisfied by a translational speed less than $c$. For example, a cylindrical obstacle moving at speed approximately equal to $0.4 c$ will nucleate vortices [104, 105]. In our case


Figure 2.5: Azimuthal velocity $v_{\theta}$ of the fluid as a function of radius $r$, for rotation frequencies of $\Omega=0.02 \tau^{-1}$ (a) and $\Omega=0.06 \tau^{-1}$ (b). We use roughness parameter $a=0.1$. The solid red lines represent solid body rotation $v_{\theta}=\Omega r$; the blue lines are values of $v_{\theta}(r)$ averaged in the $\theta$ direction; the pale blue rectangles are histograms with bin size $\Delta r=5 \xi$ (therefore the outer bins contain more data points). It is apparent that the more rapid rotation (b) creates a vortex lattice in better agreement with the solid body rotation, and that there is a vortex-free region near the boundary.
( $\Omega=0.02 / \tau$ and $R=50 \xi$ ), the translational speed of the prominences on the rough boundary is approximately $\Omega R \approx c$, which is sufficient to exceed Landau's criterion and nucleate vortices. Figure 2.4 (a) and (b) show that the vortex lines which nucleate at the rough boundary have the shape of small half-loops or handles; similar vortex shapes have been reported in trapped Bose-Einstein condensates [106] and turbulent superfluid helium-4 near a heated cylinder [107], and have been called respectively "U-vortices" and "handles".

The collection of U-vortices nucleated at the boundary is the superfluid's analog of a boundary layer, the region separating the rotating boundary from the still quiescent bulk of the fluid. The U-vortices tend to be aligned along the $z$-direction, creating a superflow in the same direction of the rotating boundary. The vortex nucleation is therefore shortlived, since the nucleated U-vortices reduce the relative motion between the fluid and the boundary, suppressing further nucleations. In time, the U-vortices grow in size and extend further into the fluid [Fig. 2.4(b,c)], ultimately filling the bulk [Fig. 2.4(d)]. During this stage of the evolution, the U -vortices also grow in vertical extent in the $z$-direction, occasionally connecting and merging with each other, thus increasing their vertical extent. When the length in the $z$-direction becomes of the order of the bucket's height $H$, one or both vortex endpoints start sliding along the smooth top and/or bottom of the bucket.


Figure 2.6: Evolution of the total vortex length, $\Lambda$ (solid lines), as well as the vortex length in the $z$-direction, $\Lambda_{z}$ (dashed lines) and the vortex length in the $x y$-plane, $\Lambda_{x y}$ (dot-dashed lines), plotted versus time $t$ for different angular velocity of rotation $\Omega=0.02 \tau^{1}$ (black), $0.04 \tau^{-1}$ (blue) and $0.06 \tau^{-1}$ (red) achieving final values of the vortex length $\Lambda_{\infty}=2184 \xi, 6007 \xi$ and $5568 \xi$ respectively. All curves refer to roughness parameter $a=0.1$.


Figure 2.7: Evolution of the total vortex length, $\Lambda$ (solid lines), as well as the vortex length in the $z$-direction, $\Lambda_{z}$ (dashed lines) and the vortex length in the $x y$-plane, $\Lambda_{x y}$ (dot-dashed lines), plotted versus time $t$ for different boundary roughness $a=0.05$ (red), 0.1 (black), 0.2 (blue), and $0.3 \xi$ (magenta), achieving final values $\Lambda_{\infty}=1899 \xi, 2184 \xi, 2161 \xi$ and $1643 \xi$. All curves refer to the same angular velocity $\Omega=0.02 \tau^{-1}$.

Once most of the vortex lines are fully extended from the top to the bottom of the bucket, they quickly drift into the bulk of the fluid. Although the vortex lines are aligned along the direction of rotation, they remain highly excited and undergo reconnection events when they collide with each other. Over time they relax towards a regular configuration of straight vortices. A small proportion of U-vortices remain attached to the side of the bucket for a longer period of time [Fig. 2.4(d)]; over a longer time they detach, and relax to the final lattice configuration. Some of the vortex lines end up diagonally across the rest of the vortex lattice [Fig. 2.4(e)]; eventually they also relax to the final lattice configuration [Fig. 2.4(f)]. The vortex lattice is stationary in the rotating frame, representing the lowest energy state of the rotating superfluid. In this final state, the coarse-grained fluid velocity approximates the solid-body result $\mathbf{v}=v_{\theta} \mathbf{e}_{\theta}=\Omega r \mathbf{e}_{\theta}$, where $\mathbf{e}_{\phi}$ is the azimuthal unit vector, as shown in Fig. 2.5. As expected, the agreement improves with increasing $\Omega$, and there is a vortex-free region near the boundary.

### 2.2.4 Role of angular velocity and roughness

To analyse the vortex dynamics further it is useful to distinguish the total vortex length $\Lambda$, from the vortex length projected in the $z$-direction, $\Lambda_{z}$, and the vortex length projected in the $x y$-plane, $\Lambda_{x y}$. In the final vortex lattice all vortex lines are aligned along $z$, hence we expect that, after a sufficiently long time, $\Lambda_{x y} \approx 0$ and $\Lambda_{z} \approx \Lambda$, with $\Lambda \rightarrow N_{v} H$, where $N_{v}$ is the final number of straight vortex lines. Figure 2.6 displays $\Lambda$ (solid lines), $\Lambda_{z}$ (dashed lines) and $\Lambda_{x y}$ (dot-dashed lines) as a function of time for different angular velocities of rotation, $\Omega=0.02,0.04$ and 0.06 at the same roughness parameter $a=0.1$. It is apparent that in the initial stage, a great amount of vorticity is in the $x y$-plane, before realignment of the vortex lines along the $z$-axis of rotation takes place. The effect is particularly noticeable at the largest angular velocities, for which, during the initial transient, the vortex length is considerably larger than the value $\Lambda_{\infty}$ achieved in the final vortex lattice configuration. Moreover, we see that the final vortex line length increases with $\Omega$ due to the increasing number of vortices in the final state.

Figure 2.7 shows $\Lambda, \Lambda_{z}$ and $\Lambda_{x y}$ plotted versus time at the same angular velocity $\Omega=0.02 \tau^{-1}$ for different values of roughness parameter $a$. The largest values of the final vortex length $\Lambda_{\infty}$ are achieved with $a=0.1 \xi$ and $a=0.2 \xi$. Smoother ( $a=0.05 \xi$ ) and rougher ( $a=0.3 \xi$ ) boundaries generate less vortex length. These variations in the final line length arise to the final number of vortex lines varying by a few vortices across these cases. It is not surprising that the final vortex lattice depends on the roughness which has nucleated the initial vorticity. We highlight that Feynman's rule, as introduced by Eq. (2.2) only refers to an idealised homogeneous system. Boundaries are known to have effects (e.g. missing vortex lines near the boundary) and it has been observed that the formation of the vortex lattice may be history-dependent and involve metastability


Figure 2.8: Normalised density $n / n_{0}$ and phase profile $S$ in the $x y$-plane at the half-height of the bucket visualised by transparency and colour respectively, showing the final vortex configurations for the following cases: (a): $\Omega=0.02 \tau^{-1}$ and $a=0.1$ (default choice); (b): $\Omega=0.04 \tau^{-1}$ and $a=0.1$ (double rotation); (c): $\Omega=0.06 \tau^{-1}$ and $a=0.1$ (triple rotation); (d): $\Omega=0.02 \tau^{-1}$ and $a=0.05$ (half roughness); (e): $\Omega=0.02 \tau^{-1}$ and $a=0.2$ (double roughness); (f): $\Omega=0.02 \tau^{-1}$ and $a=0.1$ (single strong protuberance added, see Section 2.3.1).
[108, 109] and hysteresis [110].
Figure 2.8 illustrates some of the final vortex patterns which we have computed by concurrently plotting the superfluid density $|\psi(x, y)|^{2}$ and phase $S(x, y)$ in the $x y$-plane at half-height of the bucket. In these pictures the vortices appear as small holes; to clarify the lengthscales, we recall that on the vortex axis the density is zero and that at distance $r=2 \xi$ from the axis, the density recovers about $80 \%$ of the bulk value at infinity. It must be stressed that the figure shows slices of 3 D vortex configurations, not vortex patterns. Note that at half-height the vortex lines are as far as possible from the top and bottom boundaries, therefore more likely to be bent away from the ideal 2 D vortex pattern. It is interesting to compare the different final vortex configurations for halved/doubled rotation velocity and the roughness parameter with respect to our default choice $\left(\Omega=0.02 \tau^{-1}\right.$ and $\left.a=0.1\right)$. While the ideal 2 D vortex lattice has a vortex at the centre, surrounded by a first row of 6 vortices, a second row of 12 vortices, etc, the vortex configurations shown in Fig. 2.8 contain slightly different vortex numbers, in particular some configurations contain vortex lines which seem misplaced [Fig. 2.8(c)] or lack the vortex at the centre [Fig. 2.8(e)]. These configurations are metastable states corresponding
to local minima of the free energy in the rotating frame [108]. Moreover, at slow rotations [Fig. 2.8(a,d)] the predicted vortex-free region near the boundary [77, 111, 112] is clearly visible; this phenomenon affects the coarse-grained azimuthal velocity near the boundary shown previously in Fig. 2.5(a). The depletion of the background fluid density in the centre of the bucket - particularly evident in Fig. 2.8(b) and (c) - is due to coarse-grained centrifugal effects, analogous to the classical rotating case [40].

### 2.3 Other effects

In this section we repeat the simulation of Section 2.2 .3 with several significantly modifications: the presence of a single strong protuberance, the presence of remanent vortex lines, and the 2D case. The aim is to determine whether these effects change qualitatively the dynamics described in Section 2.2.3.

### 2.3.1 Effect of a strong protuberance

First we consider the effect of a single strong imperfection in the form of a protuberance on the cylindrical wall. The question is whether, by enhancing vortex nucleation, the protuberance can induce a turbulent boundary layer. The protuberance is numerically created by adding a Gaussian-shaped potential to the existing (small-scale) roughness potential. Equation (2.9) is replaced by

$$
\begin{equation*}
r(z, \phi)=R\left[1-a\left(f(z, \theta)+G f_{G}(z, \theta)\right)\right], \tag{2.10}
\end{equation*}
$$

where $G=2$ and $f_{G}(z, \theta)$ is a Gaussian-shape function taking values from 0 to 1 and rms width $4 \xi$. The approximate height of the strong protuberance in the simulation which we present is $10 \xi$, as also visible in Fig. 2.8(f).
Snapshots taken during the time evolution for $\Omega=0.02 \tau^{-1}$ and $a=0.1$ are shown in Fig. 2.9 and a movie can be viewed in the supplementary material of [103]. The protuberance catalyses the local nucleation of vortices at early times: large vortex loops (of the same size order as the protuberance) are rapidly generated [Fig. 2.9(a)], leading to a downstream trail of loops [Fig. 2.9(b, c)], in addition to the slower nucleation of U-vortices from the rough bucket wall. The vortex configuration becomes clearly anisotropic near the bucket edge [Fig. 2.9(d)]. However, once the vortices fill the bulk [Fig. 2.9(e)], memory of this effect is lost, and the subsequent evolution is very similar to the evolution without the strong protuberance. In fact, the final vortex lattice is not significantly different from the lattices considered in Section 2.2.3, as shown in Fig. 2.8(f). Figure 2.10 shows the time evolution of $\Lambda, \Lambda_{z}$ and $\Lambda_{x y}$ in the presence of the protuberance (magenta lines) and its absence (black lines). This confirms that the protuberance accelerates the generation of


Figure 2.9: Early-time dynamics during the spin-up of the fluid in the presence of a single strong protuberance added to the rough cylindrical boundary. The snapshots, taken at $t / \tau=26,50,100$, 200 and 500, are presented in the same way as Fig. 2.4.
vortex line length at early times by inducing a region of increased superfluid velocity, but that its effect becomes washed out at later times.

### 2.3.2 Effect of remanent vortices

Secondly, we consider the effect of remanent vortex lines. In experiments with liquid helium, it is believed that so-called 'remanent vortices' may be present in the fluid, created via the Kibble-Zurek mechanism when cooling the helium sample through the superfluid transition to the final experimental temperature. The presence of remanent vortices may


Figure 2.10: Time evolution of $\Lambda$ (solid line), $\Lambda_{z}$ (dashed line), $\Lambda_{x y}$ (dot-dashed line). The colours correspond to the simulations with default parameters $\Omega=0.02 \tau^{-1}, a=0.1 \xi$ (black), the added surface protuberance (magenta), the added remanent negative vortex (blue), and the added remanent positive vortex (red), respectively.
modify the vortex nucleation and the formation of the vortex lattice when the sample is rotated. To explore this idea, we have repeated the simulations imposing a suitable phase profile to imprint a vortex to the initial state during the imaginary-time propagation that is given by

$$
\begin{equation*}
S_{v}(\mathbf{r})=\Gamma \arctan \left(\frac{y-y_{v}}{x-x_{v}}\right) \tag{2.11}
\end{equation*}
$$

which corresponds to a vortex of circulation $\Gamma$ at position $\left(x_{v}, y_{v}\right)$. For simplicity we position the remanent vortex along the $z$-axis of rotation, such that $x_{v}=y_{v}=0$ and restrict our analysis to the singularly charged vortex such that $|\Gamma|=1$. The evolution of the superfluid with the standard rough cylindrical wall and a "positive" remanent vortex, that is, one whose circulation $(\Gamma=1)$ is oriented in the same direction of the bucket's rotation is shown through Fig. 2.11 and the movie in the Supplementary Material of Keepfer et al [103]. Compared to Section 2.2.3, the only significant modification is a dampening of the initial injection of U -vortices; the effect is visible by eye when comparing like-time snapshots [Fig. 2.4(b) and Fig. 2.11(a)]. The remanent vortex acts in the same direction as the rotating container: it reduces the relative speed between the bucket's wall and the superfluid, remaining largely undisturbed at early times [Fig. 2.11(a)] until the Uvortices that are nucleated fill the bulk and interact with it [Fig. 2.11(b)]. At this point the remanent vortex becomes subsumed within the other like-signed vortices [Fig. 2.11(c)], and


Figure 2.11: Spin-up of the superfluid in the presence of a positively-charged remanent vortex. Snapshots are taken at $t / \tau=200,400$ and 500, and are presented in the same way as Fig. 2.4.
the subsequent relaxation of the vortex configuration into a vortex lattice largely proceeds as if there was not any remanent vortex initially. Confirming this, we see from Figure 2.10 that the presence of the positive vortex (red lines) depletes the generation of vortex line length at early times, but this recovers at later times such that the system reaches the same line length as in the absence of any remanent vortices (black lines).

If the remanent vortex is oriented in the direction opposite to the rotation of the bucket, i.e. a negative vortex $(\Gamma=-1)$, the evolution proceeds differently, as seen in Fig. 2.12 and the movie in Supplementary Material [103]. The remanent vortex enhances the nucleation of U-vortices from the boundary, as evident from comparing Fig. 2.4(b) and Fig. 2.12(a). This effect is caused by the counter-flow induced by the remanent vortex, which increases the relative speed of the fluid over the rough boundary. Once the other vortices drift close to the remanent vortex, the remanent vortex becomes excited by their interaction [Fig. 2.12(b)]. A series of vortex reconnections break up the remanent vortex, forming progressively smaller vortex loops [Fig. 2.12(c,d)]. This leads to the rapid removal of vorticity of the 'wrong' sign from the fluid [Fig. 2.12(e)]. Hereafter the fluid evolves in a similar manner to when the remanent vortex in absent as in Section 2.2.3, albeit with a slightly higher final vortex line length as evidenced by Fig. 2.10.

### 2.3.3 2D case

Finally, we have also performed simulations of the spin-up of a 2 D superfluid within a rough circular boundary; the boundary is taken from the central slice of the 3 D rough bucket. A movie showing the typical dynamics is available in the supplementary material


Figure 2.12: Spin-up of the superfluid in the presence of a negatively-charged remanent vortex. Snapshots are taken at $t / \tau=200$ (a), 360 (b), 386 (c), 420 (d) and 500 (e). The images are presented in the same way as Fig. 2.4. Vortices with negative circulation are coloured blue.
of Keepfer et al [103]. The 2D geometry allows calculations of much larger buckets, up to $R=200 \xi$ with a $1024^{2}$ numerical grid. We observe the same qualitative behaviour as in 3D in smaller buckets, albeit with many more vortices and without 3D effects such as vortex reconnections. Collisions of vortices of the opposite circulation result in the annihilation of the vortices and the emission of sound pulses [113-115]. In general we find that, in 2D, the timescales of injection, diffusion and lattice crystallisation are faster than in 3D. A particular feature that we see in the early-time dynamics of the 2D simulations is the nucleation of vortices with both positive and negative circulation (i.e. with circulation which is inconsistent with the imposed rotation). We notice that some negative
vortices originate from localised rarefaction pulses generated from the rough boundary when the bucket is set into rotation. We associate these pulses with Jones-Roberts (JR) solitons [116, 117], which are low energy/momentum solutions of the 2D GPE. At higher energy/momentum, these solutions become pairs of vortices of opposite sign (also called vortex dipoles in the literature). The conversion of JR solitons into vortex dipoles occurs if the pulse gains energy from the large positive vortex cluster which starts forming close to the sharp boundary. Occasionally, the vortices which are parts of a dipole separate and mix with the rest of the vortices. Over time, the vortices of negative circulation are lost from the system, either colliding (hence annihilating) with positive vortices within the bulk, or by exiting the fluid at the bucket's boundary (effectively annihilating with their images). The conversion from a JR soliton into a dipole pair is depicted in Fig. 2.13(a)-(c) in the 2D larger grid geometry. To fully capture the behaviour of this event, we decompose the hydrodynamic kinetic energy into its constituent compressible and incompressible parts [118] and visualise the energy density for each. In the hydrodynamic description of Eq. (2.5), the Hamiltonian becomes

$$
\begin{equation*}
H=\int d^{3} \mathbf{r}\left(\frac{m}{2} n|\mathbf{v}|^{2}+\frac{\hbar^{2}}{2 m}|\nabla \sqrt{n}|^{2}+V n+\frac{g n^{2}}{2}\right) . \tag{2.12}
\end{equation*}
$$

The first two terms are forms of kinetic energy and we can write

$$
\begin{equation*}
E_{\mathrm{kin}}=\int d^{3} \mathbf{r}\left(\frac{m}{2} n|\mathbf{v}|^{2}+\frac{\hbar^{2}}{2 m}|\nabla \sqrt{n}|^{2}\right) . \tag{2.13}
\end{equation*}
$$

The first term of this expression is a hydrodynamic one, whereas the second is known as the quantum pressure. Omitting the latter, we can write the hydrodynamic kinetic energy as

$$
\begin{equation*}
E_{\mathrm{kin}}^{\mathrm{h}}=\frac{m}{2} \int d^{3} \mathbf{r} n|\mathbf{v}|^{2} . \tag{2.14}
\end{equation*}
$$

where $\mathbf{v}$ is the superfluid velocity as given by Eq. (1.62). We can then introduce

$$
\begin{equation*}
\mathbf{u}=\sqrt{n} \mathbf{v} \tag{2.15}
\end{equation*}
$$

to remove the divergence in the velocity field around vortex cores where $n \rightarrow 0$ and permit the application of Parseval's theorem to calculate power spectra. This expression may be separated into a compressible and incompressible part via a Helmholtz decomposition

$$
\begin{equation*}
\mathbf{u}(\mathbf{r})=\mathbf{u}_{i}(\mathbf{r})+\mathbf{u}_{c}(\mathbf{r}) \tag{2.16}
\end{equation*}
$$

such that the divergence of the incompressible part $\mathbf{u}_{i}$ is zero and the curl of the compressible part $\mathbf{u}_{c}$ is the zero vector. We can then write

$$
\begin{equation*}
E_{\text {kin }}^{\mathrm{h}}=\frac{m}{2} \int d^{3} \mathbf{r}\left|\mathbf{u}_{\mathrm{i}}\right|^{2}+\frac{m}{2} \int d^{3} \mathbf{r}\left|\mathbf{u}_{\mathrm{c}}\right|^{2}=E_{\text {kin }}^{\mathrm{i}}+E_{\text {kin }}^{\mathrm{c}} \tag{2.17}
\end{equation*}
$$

The compressible part corresponds to acoustic energy (phonons) and the incompressible part corresponds to vortex structures. Using the spectral methods of Bradley et al [119], we perform this decomposition and plot the compressible kinetic energy density $e_{\text {kin }}^{\mathrm{c}}$ and incompressible kinetic energy density $e_{\text {kin }}^{\mathrm{i}}$ in the second and third rows of Fig. 2.13 respectively. Here we see an exchange in the energy associated to the transformation of a JR soliton into a vortex dipole pair. Before the transformation, the energy associated to the density depletion is phonon-like [Fig. 2.13(d)]. As it propagates, it transfers to be a combination of both compressible and incompressible energy [Fig. 2.13(e)-Fig. 2.13(h)], before separating into a dipole pair where the energy is transferred into the incompressible part [Fig. 2.13(i)].

### 2.4 Chapter conclusions

In this chapter, we have employed simulations of the Gross-Pitaevskii equation to study the spin-up of superfluid helium in a rotating bucket featuring microscopically rough walls. Within this model, we see several key stages of the dynamics. Firstly, vortices are nucleated at the boundary by the flow over the rough features, typically in the form of small U-shaped vortex lines. Secondly, these U-shaped vortices interact strongly and reconnect, creating a transient turbulent state. This becomes increasingly polarised by the imposed rotation until the vortex configuration consists of vortices of the correct orientation, extending from the top to the bottom of the bucket. Finally, the vortex lines slowly straighten and arrange themselves in the expected final vortex lattice configuration. Our results highlight the importance of vortex reconnections [120]: it is generally assumed that vortex reconnections are important in turbulence, but here we have seen that reconnections are essential to create, starting from potential flow, something as simple as solid body rotation (the vortex lattice). The addition of a single large protuberance or one additional remanent vortex line does not change the dynamics significantly, only speeding up or slowing down the injection of vorticity. Moreover, analogous dynamics arise in the 2D limit.

We reiterate that the GPE is not a quantitatively accurate model of superfluid helium and these results should be interpreted qualitatively only. More sophisticated energy functionals have indeed been developed previously for a quantitative description of superfluid helium [121] and are usually largely applied in the context of helium nanodroplets, but here these would require computationally-intensive simulations for large systems such


We now depart from the theory of trapped zero temperature Bose gases and in the next chapter begin to explore the effects of temperature on a trapped system. Whereas this chapter focused on the microscopic details of trapping topology on the dynamics of a superfluid, the later chapters will explore the broader effects of a dimensionality-altering trapping potential at finite temperature.

## Part II

## Finite Temperature

## Chapter 3

## Finite temperature stochastic Gross-Pitaevskii methods

In this chapter, we take the opportunity to describe the primary theoretical tools used within the second part of this thesis. Whilst there exists a plethora of novel classical field finite temperature theories for the Bose gas [34, 125-128], and modifications thereof [129133], we focus on one in particular: the stochastic (projected) Gross-Pitaevskii equation. Derived independently and concurrently by the approaches of Duine and Stoof [134-136] and Gardiner and colleagues [137-139], each derivation gives rise to the same effective theory. We focus primarily on the latter framework of the stochastic projected GrossPitaevskii equation (SPGPE) and so use this chapter to introduce and motivate this theory for our work.

### 3.1 The stochastic projected Gross-Pitaevskii equation

In its complete form, the SPGPE [127, 137-141] is a grand-canonical truncated Wigner theory [127, 142] of Bose gases which explicitly separates atoms into a $\mathcal{C}$-field region and $\mathcal{I}$-field region, taking account of interactions and exchanges between them. Arising from developments in quantum kinetic theory [143-149] paired with finite temperature formalism for the GPE [137, 138, 150], the framework of SPGPE separates the fields into a classical coherent field and a quantum thermal reservoir. In essence, it encapsulates the dynamics of a finite temperature coherent field coupled to a thermal cloud where the two are assumed to be at equilibrium. Another pertinent assumption of this model is that the frequencies of the $\mathcal{C}$-field modes are much smaller than the thermal energy $k_{B} T$. Therefore the theory is better suited to describing systems at higher temperatures, close to and above the transition. The SPGPE allows direct and immediate control of the temperature of the thermal reservoir, which then equilibrates with the coherent modes.

As such, a number of studies investigating quench dynamics of a Bose gas have utilised this theory [28, 69, 151-153]. In general, the $\mathcal{C}$ and $\mathcal{I}$ fields may be out of equilibrium, where parameter control of the system thermal bath leads the evolution of the coupled condensate. The full derivation may be found in [138], although here we simply outline the key steps taken in this framework.

### 3.1.1 Formulating the SPGPE

We take as our starting point the second quantised Hamiltonian in the $s$-wave scattering limit as given by Eq. (1.47). Previously we used Eq. (1.49) to explicitly separate the condensate from non-condensate modes. On this occasion, we instead decompose the full quantum bosonic field as a sum

$$
\begin{equation*}
\hat{\Psi}=\hat{\mathcal{P}} \hat{\Psi}+\hat{\mathcal{R}} \hat{\Psi}=\hat{\Psi}_{\mathcal{C}}+\hat{\Psi}_{\mathcal{I}} \tag{3.1}
\end{equation*}
$$

where $\hat{\Psi}_{\mathcal{C}}$ and $\hat{\Psi}_{\mathcal{I}}$ are quantum field operators for a low energy band $\mathcal{C}$ which contains macroscopically-occupied modes, and a high-energy band $\mathcal{I}$ containing sparsely-occupied modes, respectively. The separation of these fields is performed through the introduction of orthogonal projection operators

$$
\begin{equation*}
\hat{\mathcal{P}} \equiv \sum_{\epsilon_{n} \leq \epsilon_{\mathrm{cut}}}|n\rangle\langle n|, \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{R} \equiv 1-\hat{\mathcal{P}} . \tag{3.3}
\end{equation*}
$$

Here $\epsilon_{n}$ corresponds to the energy of mode $\psi_{n}$ which satisfies the eigen-equation

$$
\begin{equation*}
\hat{h}_{0} \psi_{n}(\mathbf{r})=\epsilon_{n} \psi_{n}(\mathbf{r}), \tag{3.4}
\end{equation*}
$$

and we have introduced the energy cutoff $\epsilon_{\text {cut }}$ and single-particle Hamiltonian specified by Eq. (1.42). The energy cutoff requires a careful choice in order to ensure the assumption of macroscopic occupation for modes within $\mathcal{C}$ is met, and is discussed at length in Section 3.1.3. Our projection operators are defined such that $\hat{\mathcal{P}} \hat{\mathcal{P}}=\hat{\mathcal{P}}, \hat{\mathcal{R}} \hat{\mathcal{R}}=\hat{\mathcal{R}}$ and importantly $\hat{\mathcal{P}} \hat{\mathcal{R}}=\hat{\mathcal{R}} \hat{\mathcal{P}}=0$. This partitions the full bosonic field into one of a classical field in contact with a thermal reservoir such that

$$
\begin{equation*}
\hat{\Psi}=\sum_{\epsilon_{n} \leq \epsilon_{\text {cut }}} \hat{a}_{n} \psi_{n}(\mathbf{r})+\hat{\Psi}_{\mathcal{I}} \tag{3.5}
\end{equation*}
$$

where $\hat{a}_{n}$ are the single-mode creation operators satisfying $\left[\hat{a}_{n}, \hat{a}_{m}^{\dagger}\right]=\delta_{n m}$, with $\hat{a}_{m}^{\dagger}$ corresponding to the single-mode annihilation operator. The formal derivation of the equation
of motion of the classical field proceeds by mapping the master equation for the $\mathcal{C}$-field to an equation for the Wigner distribution of the system [138]. A key assumption here is that energies of the coherent modes are small compared to the thermal energy $k_{B} T$, which limits the validity of this formalism to the range $0.5 \lesssim T \lesssim T_{c}$, where $T_{c}$ is the critical temperature of the phase transition. The resultant equation for the evolution of the Wigner distribution effectively describes a diffusion process for the classical field $\Psi_{\mathcal{C}}$ in contact with the $\mathcal{I}$-field through rate functions which determine the strength of reservoir interaction processes [141, 154]. We note that a secondary assumption of the Wigner distribution approach is exactly the truncated Wigner approximation. Consider a system with a corresponding Wigner function $\mathcal{W}\left(\Psi_{\mathcal{C}}(\mathbf{r}), \Psi_{\mathcal{C}}^{*}(\mathbf{r}), t\right)$, whose full evolution contains third-order derivative terms of the form

$$
\begin{equation*}
\frac{\partial \mathcal{W}}{\partial t} \propto\left[\frac{\partial^{3}}{\partial^{2} \Psi_{\mathcal{C}} \partial \Psi_{\mathcal{C}}^{*}}\right]\left(\Psi_{\mathcal{C}} \mathcal{W}\right)-\left[\frac{\partial^{3}}{\partial \Psi_{\mathcal{C}} \partial^{2} \Psi_{\mathcal{C}}^{*}}\right]\left(\Psi_{\mathcal{C}}^{*} \mathcal{W}\right) \tag{3.6}
\end{equation*}
$$

Such terms preclude the mapping to a full Langevin-type equation. However, one may omit them provided that all coherent modes are macroscopically occupied, something that is ensured with a careful choice of cutoff energy $\epsilon_{\text {cut }}$. We may then truncate the equation of motion, allowing us to write the full SPGPE as

$$
\begin{equation*}
(S) \mathrm{d} \Psi_{C}=\left.\mathrm{d} \Psi_{C}\right|_{H}+\left.\mathrm{d} \Psi_{C}\right|_{\gamma}+\left.(S) \mathrm{d} \Psi_{C}\right|_{S} . \tag{3.7}
\end{equation*}
$$

In this expression, $(S)$ denotes a Strantonovich integral [155] and

$$
\begin{align*}
& \left.\mathrm{d} \Psi_{\mathcal{C}}(\mathbf{r}, t)\right|_{H}=\hat{\mathcal{P}}_{\mathcal{C}}\left\{-\frac{i}{\hbar}\left(-\frac{\hbar^{2}}{2 m} \nabla^{2}+V_{\operatorname{tr}}(\mathbf{r})+g\left|\Psi_{\mathcal{C}}(\mathbf{r})\right|^{2}\right) \Psi_{\mathcal{C}}(\mathbf{r}, t) \mathrm{d} t\right\}  \tag{3.8a}\\
& \left.\mathrm{d} \Psi_{\mathcal{C}}(\mathbf{r}, t)\right|_{\gamma}=\hat{\mathcal{P}}_{\mathcal{C}}\left\{\beta \gamma\left[\mu-\left(-\frac{\hbar^{2}}{2 m} \nabla^{2}+V_{\operatorname{tr}}(\mathbf{r})+g\left|\Psi_{\mathcal{C}}(\mathbf{r})\right|^{2}\right)\right] \Psi_{\mathcal{C}}(\mathbf{r}, t) \mathrm{d} t+\mathrm{d} \xi_{\gamma}(\mathbf{r}, t)\right\}  \tag{3.8b}\\
& \left.(S) \mathrm{d} \Psi_{\mathcal{C}}(\mathbf{r}, t)\right|_{S}=\hat{\mathcal{P}}_{\mathcal{C}}\left\{-\frac{i}{\hbar} V_{M}(\mathbf{r}, t) \Psi_{\mathcal{C}}(\mathbf{r}, t) \mathrm{d} t+i \Psi_{\mathcal{C}}(\mathbf{r}, t) d \xi_{M}(\mathbf{r}, t)\right\} \tag{3.8c}
\end{align*}
$$

are the contributions due to the mixing of $\mathcal{C}$-field modes, growth and scattering processes respectively. Here, we have introduced the dimensionless dissipation strength [154]

$$
\begin{equation*}
\gamma=\frac{8 a_{s}^{2}}{\lambda_{d B}^{2}} \sum_{j=1}^{\infty} \frac{e^{\beta \mu(j+1)}}{e^{2 \beta \epsilon_{\mathrm{cut}} j}} \Phi\left[\frac{e^{\beta \mu}}{e^{2 \beta \epsilon_{\mathrm{cut}}}}, 1, j\right]^{2} \tag{3.9}
\end{equation*}
$$

where $\Phi$ is the Lerch transcendent. We have also introduced the effective potential

$$
\begin{equation*}
V_{M}(\mathbf{r})=-\frac{\hbar^{2}}{k_{B} T} \int d^{3} \mathbf{r}^{\prime} M\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \nabla^{\prime} \cdot \mathbf{j}\left(\mathbf{r}^{\prime}\right), \tag{3.10}
\end{equation*}
$$



Figure 3.1: Schematic of SPGPE processes. (a) Mixing of modes within the $\mathcal{C}$-field (b) Number damping process, dictated by the rate set by $\gamma$ for atoms to transfer from the thermal reservoir into the coherent modes of the $\mathcal{C}$-field (c) Scattering process whereby modes in the $\mathcal{C}$ and $\mathcal{I}$ fields may transfer energy at a rate set by $M(\mathbf{r})$, without a transfer of atoms.
which couples the divergence of the $\mathcal{C}$-field density current

$$
\begin{equation*}
\mathbf{j}(\mathbf{r})=\frac{i \hbar}{2 m}\left[\Psi_{\mathcal{C}} \nabla \Psi_{\mathcal{C}}^{*}-\Psi_{\mathcal{C}}^{*} \nabla \Psi_{\mathcal{C}}\right] \tag{3.11}
\end{equation*}
$$

to the $\mathcal{I}$-field at a scattering rate governed by

$$
\begin{equation*}
M(\mathbf{r})=\frac{2 a_{s}^{2} k_{B} T}{\pi^{2} \hbar} \frac{1}{e^{\beta\left(\epsilon_{\mathrm{cut}}-\mu\right)}-1} \int d^{3} \mathbf{k} \frac{e^{i \mathbf{k} \cdot \mathbf{r}}}{|\mathbf{k}|} \tag{3.12}
\end{equation*}
$$

The complex Gaussian noise $d \xi_{\gamma}$ and real Gaussian noise $d \xi_{M}$ have correlations of the form

$$
\begin{align*}
\left\langle d \xi_{\gamma}^{*}(\mathbf{r}, t) d \xi_{\gamma}\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right\rangle & =2 \gamma \delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \delta\left(t-t^{\prime}\right) \\
\left\langle d \xi_{M}^{*}(\mathbf{r}, t) d \xi_{M}\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right\rangle & =2 M\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \delta\left(t-t^{\prime}\right) \tag{3.13}
\end{align*}
$$

The former governs the rate of growth processes arising from high-energy collisions in $\mathcal{I}$, leading to growth in the particle number of $\mathcal{C}$, known as number-damping. The latter of these noise processes represents a stochastic real-valued effective potential that causes a phase-diffusion process for the $\mathcal{C}$-field that permits the exchange of energy and momentum with the $\mathcal{I}$-field with no change in particle number, known as energy-damping.

Keeping just the first term on the right hand side of Eq. (3.7) as given by Eq. (3.8a) yields exactly the projected Gross-Pitaevskii equation (PGPE). This corresponds to simulating the interaction of highly-occupied coherent modes, as portrayed by Fig. 3.1(a). The PGPE is formally an energy and number conserving theory sampling the micro-canonical ensemble in equilibrium. It can be used as a non-perturbative approach to describe the dynamics of the $\mathcal{C}$ field, yielding a quantitatively accurate description of finite temperature systems near to equilibrium where the reservoir interaction can be neglected. Numerical implementations of the PGPE are mainly limited to the study of equilibrium solutions of finite temperature systems but there have been numerous forays into dynamical procedures such as the excitation of collective modes and vortex decay $[156,157]$.

The second term, Eq. (3.8b), describes growth processes arising from the collisions between the coherent and incoherent regions, as shown in Fig. 3.1(b). The interactions from
this term correspond to an exchange in both particle number and energy. We highlight here, that whilst formally the dissipation of Eq. (3.9) should be spatially dependent, a reservoir close to equilibrium maintains a spatially-constant growth rate [141] across the majority of the $\mathcal{C}$-field [154] and so we take a constant value.

Lastly, the third term Eq. (3.8c) introduces scattering processes, as schematically displayed in Fig. 3.1(c). These interactions are number-conserving and correspond to an exchange in energy exclusively. We have introduced $M\left(\mathbf{r}-\mathbf{r}^{\prime}\right)$ as the amplitude of collisions involved in the scattering processes. It is apparent from the final term in Eq. (3.8c) that the noise term is multiplicative in $\psi_{\mathcal{C}}$ and nonlocal. As such, the numerical implementation of the full SPGPE, or the energy damped SPGPE, is highly non-trivial. Here we refer to the energy-damped SPGPE [141] as one including contributions Eq. (3.8a) and Eq. (3.8c), such that $(S) \mathrm{d} \Psi_{C}=\left.\mathrm{d} \Psi_{C}(\mathbf{r})\right|_{H}+\left.(S) \mathrm{d} \Psi_{C}(\mathbf{r})\right|_{S}$, which has been previously used for the study of bright solitons [132]. The effects of the inclusion of the scattering processes are negligible at equilibrium and small-amplitude in general [158], so one may omit them or instead disable interaction with the thermal reservoir before numerically studying dynamical processes by setting $\gamma=0$ prior to dynamical evolution.

### 3.1.2 Simple growth stochastic projected Gross-Pitaevskii equation

Whilst there has been success in a full numerical implementation of the SPGPE [127, 137, 154, 159], the majority of numerical endeavours omit the scattering term, assuming it to be negligible. Fortuitously, typical values of $M\left(\mathbf{r}-\mathbf{r}^{\prime}\right)$ are indeed small at equilibrium. Neglecting the scattering term allows us to define the simple growth SPGPE which is easier to numerically implement. With this in mind, and ignoring the scattering processes associated with Eq. (3.8c), we are able to formulate the Langevin field equation

$$
\begin{align*}
\mathrm{d} \Psi_{\mathcal{C}}(\mathbf{r}) & =\hat{\mathcal{P}}_{\mathcal{C}}\left\{-\frac{i}{\hbar}\left(-\frac{\hbar^{2}}{2 m} \nabla^{2}+V_{\text {tr }}(\mathbf{r})+g\left|\Psi_{\mathcal{C}}(\mathbf{r})\right|^{2}\right) \Psi_{\mathcal{C}}(\mathbf{r}) \mathrm{d} t\right.  \tag{3.14}\\
& \left.+\frac{\gamma}{\hbar}\left[\mu-\left(-\frac{\hbar^{2}}{2 m} \nabla^{2}+V_{\operatorname{tr}}(\mathbf{r})+g\left|\Psi_{\mathcal{C}}(\mathbf{r})\right|^{2}\right)\right] \Psi_{\mathcal{C}}(\mathbf{r}) \mathrm{d} t+\mathrm{d} \xi_{\gamma}(\mathbf{r}, t)\right\} .
\end{align*}
$$

This modified SPGPE describes a finite temperature condensate coupled to a non-condensed thermal cloud and is of the form of a PGPE with additional dissipation and noise terms. Now, with the additional presence of a projector we have an equation which is in functional equivalence to the SGPE of Duine and Stoof [134-136, 160], as is formally documented by Proukakis and Jackson [34]. In fact, Proukakis et al [150] concluded that the densities and correlation functions of the two approaches, when numerically applied to a 1D Bose gas in a harmonic trap, recovered near-identical results up to a small difference in the thermal wings. With Eq. (3.14) we have now defined a useful stochastic numerical tool: individual runs of this equation correspond with a single experimental realisation and contain
information about the fluctuations [153, 161]. Physical observables are obtained through averaging over numerous simulations to remove noise inherent to the stochasticity of the equation. The first numerical implementation of this equation was performed by Stoof and Bijlsma [135] in an attempt to model the phenomenon of reversible condensation formation experimentally performed at MIT by Stamper-Kurn et al [162]. Subsequent implementations have diversified into a number of avenues such as numerical studies of coherence [163, 164], atom lasers [165], atom chip dynamics [166] and potential atomtronic devices [167].

### 3.1.3 Addressing the ultraviolet catastrophe

A major drawback of $\mathcal{C}$-field methods in general is that they assume a high occupation in the low-energy modes, effectively treating the quantum Bose operator as a classical object. As such, the intrinsic quantised nature of the quantum theory described above is replaced by a continuum of modes, such that the system can be described as a classical wave. In high-energy regimes, this approximation fails spectacularly, and is regarded in the literature as the ultraviolet catastrophe [168, §7]. Whilst modified theories [129] have been proposed to address the ultraviolet divergence through a dynamical constraint of high-energy modes to the Bose-Einstein distribution, we instead adopt a method which will remove high-energy modes and thus propose an alternate theory unaffected by short range interaction details. This is implemented through the splitting of the Bose field operator into a classically treated low-energy coherent part $\mathcal{C}$ and a quantum mechanically treated high energy incoherent part $\mathcal{I}$ via Eq. (3.1). This recasting of the complete field is achieved by projecting out the incoherent modes with the operation

$$
\begin{equation*}
\hat{\mathcal{P}}\{f(\mathbf{r})\}=\sum_{n \in \mathcal{C}} \varphi_{n}(\mathbf{r}) \int d \mathbf{r}^{\prime} \varphi_{n}^{*}\left(\mathbf{r}^{\prime}\right) f\left(\mathbf{r}^{\prime}\right), \tag{3.15}
\end{equation*}
$$

such that

$$
\begin{equation*}
\hat{\Psi}_{\mathcal{C}}(\mathbf{r})=\hat{\mathcal{P}}\{\hat{\Psi}(\mathbf{r})\}=\sum_{n \in \mathcal{C}} \hat{a}_{n} \varphi_{n}(\mathbf{r}) \tag{3.16}
\end{equation*}
$$

where $\varphi_{n}$ are the eigenvectors of the single-particle Hamiltonian for modes within the $\mathcal{C}$ field with eigenvalues $\epsilon_{\mathcal{C}}$. This separation occurs at a carefully selected cutoff value such that all modes in the coherent region are treated as classical objects and those above are treated as quantum objects forming a static thermal reservoir. Therefore we can treat $\hat{\Psi}_{\mathcal{C}}$ as a classical field and neglect the discrete nature of the atoms within the $\mathcal{C}$-field. The dynamics of the $\mathcal{C}$-field can hence be determined via a phase-space correspondence that maps the equations of motion for $\hat{\Psi}_{\mathcal{C}}$ to equations of motion for $\Psi$ [127]. In this formalism, we can view $\Psi$ as a stochastic sample of the $\mathcal{C}$-field's approximate phase-space distribution. In practice, we can treat $\Psi$ as the outcome of a single experimental run
and recover expectations of physical observables through ensemble averaging over many independently realised trajectories. By setting the Bose-Einstein distribution to unity and solving for the energy, we find the appropriate cutoff such that the highest energy mode in the classical field correspondingly has occupation of order unity. In this choice, the cutoff is given by

$$
\begin{equation*}
\epsilon_{\mathrm{cut}}=\mu+k_{B} T \log (2) . \tag{3.17}
\end{equation*}
$$

Schemes for choosing a cutoff vary across the literature, however each choice requires that physical observables calculated in the system are minimally sensitive to the value chosen [169]. Whilst the SPGPE reduces to the PGPE theory at low temperatures, care should be taken for simulations at low temperature when deciding a cutoff value. Using the protocol of Eq. (3.17), the cutoff reduces to a value of $\mu$ at low temperature and the projector may remove enough modes such that the healing length can no longer be accurately resolved. As such, we adopt the cutoff

$$
\begin{equation*}
\epsilon_{\mathrm{cut}}=\max \left\{\mu+k_{B} T \log (2), 2 \mu\right\} \tag{3.18}
\end{equation*}
$$

which combines the well defined method of setting the occupation to unity at the cutoff, with an approach designed to minimise sporadic values when calculating observables at low temperature. Besides the approach of a grid-spacing enforced cutoff, a value of $\approx 2 \mu$ is widely adopted in other theoretical works using the SPGPE [69, 151, 156, 157].

### 3.1.4 Hybrid trapping geometry

In Part II of this thesis, we focus on the specific trapping geometry of an in-plane box trap under transverse confinement. Before proceeding further, we take this opportunity to formally introduce the specific trapping we employ whilst considering the effects of dimensionality on our equilibrated system. We choose, as a reference, the experimentally viable trapping geometry employed by the group of Dalibard. To achieve a quasi-2D geometry, this group has devised an apparatus coined as an "optical accordion" which enforces strong transverse harmonic trapping along the $z$-direction whilst providing a homogeneous box trap along the $x y$-plane. A schematic of this apparatus is shown in Figure 3.2. This apparatus includes a pairing of Digital Micro-mirror Devices (DMDs), which may be dynamically configured, allowing time-dependent alteration of the confining potential and thus an easy implementation of an excitation protocol, as will become important later in this thesis. To emulate this apparatus, we begin with a gas of ${ }^{87} \mathrm{Rb}$ atoms trapped in a box-harmonic hybrid potential (see Section 2.3 of [171]) given by

$$
\begin{equation*}
V(\mathbf{r})=V_{\mathrm{box}}(x, y)+\frac{1}{2} m\left(\frac{\omega_{\text {ref }}}{\Lambda}\right)^{2} z^{2} \tag{3.19}
\end{equation*}
$$



Figure 3.2: [Reprinted figure with permission from [170] Copyright (2022) by the American Physical Society]. Sketch of the optical accordion configuration. By moving the initial beam by a distance $d$, the angle between the two final beams $\theta$ can be adjusted, thus resulting in a configurable trapping frequency $\omega_{z}$ along the transverse direction. In-plane trapping can then be configured using DMD's. In this case, two are shown for an optional perturbation to be added in tandem with the confining box, as we will perform in Chapter 5.
where $\omega_{\text {ref }}=2 \pi \times 4.594 \mathrm{kHz}$ as in the experiment of Ville et al [26] and serves as the reference trapping frequency for the 2D case. Here, $V_{\text {box }}(x, y)$ is zero within a hard-walled rectangular planar box of size $L_{x}=38 \mu \mathrm{~m}, L_{y}=30 \mu \mathrm{~m}$, and very large outside. To systematically control the tightness of the harmonic confinement, we have introduced a dimensionless parameter $\Lambda$, such that the transverse trapping frequency is

$$
\begin{equation*}
\omega_{z}=\omega_{\mathrm{ref}} / \Lambda \tag{3.20}
\end{equation*}
$$

and one can define a typical transverse length $\ell_{z}=\sqrt{\hbar / m \omega_{z}}=\sqrt{\Lambda} l_{\text {ref }}$, where in our case $l_{\text {ref }}=\sqrt{\hbar / m \omega_{\text {ref }}}=0.1592 \mu \mathrm{~m}$. Finally, the scattering length we employ is $a_{s}=5.09 \mathrm{~nm}$, which implies $g=(0.064 \mu \mathrm{~m}) \hbar^{2} / \mathrm{m}$. This interaction strength is chosen such that in the 2D limit $(\Lambda=1)$ it reduces to the dimensionless value $\tilde{g}_{2 \mathrm{D}}=\left(m / \hbar^{2}\right) g_{2 \mathrm{D}}=\sqrt{8 \pi} a_{s} / l_{\text {ref }}=0.16$ equivalent to the one used in the aforementioned study. The box of size $L_{x}, L_{y}$ is embedded within a computational domain of size $\mathcal{L}_{x}=43 \mu \mathrm{~m}, \mathcal{L}_{y}=35 \mu \mathrm{~m}$. Due to our use of planewave modes in the computational basis we employ (discussed at length in Appendix B.2), this embedding removes unwanted periodicity within the system. We reserve discussion of the physics of the Bose gas within the hybrid trap until Section 4.2. Later, in Chapter 5
we will also explore the addition of a perturbation to this trapping potential, in order to subsequently probe the sound speed.

### 3.1.5 Numerical implementation of the simple growth SPGPE

Having established the analytical formulation behind the stochastic (projected) GrossPitaevskii equation, we now proceed to demonstrate the numerical implementation of this theory. Implementations of the SPGPE have been used extensively to study dilute ultracold Bose gases both dynamically [153, 172-175] and at equilibrium [28, 69, 71, 154, 157, 158, 176-186]. In addition, it has been used with remarkable success to match and quantitatively describe experimental data [27, 151, 187, 188]. With simplified notation, the equation we consider is

$$
\begin{equation*}
i \hbar \frac{\partial \Psi(\mathbf{r}, t)}{\partial t}=\mathcal{P}\left\{(1-i \gamma)\left[-\frac{\hbar^{2} \nabla^{2}}{2 m}+V(\mathbf{r})+g_{3 D}|\Psi(\mathbf{r}, t)|^{2}-\mu\right] \Psi(\mathbf{r}, t)+\eta(\mathbf{r}, t)\right\} \tag{3.21}
\end{equation*}
$$

where $\Psi(\mathbf{r}, t)$ represents the order parameter for the lowest, coherent system modes in the $\mathcal{C}$-field. The complex gaussian white noise $\eta(\mathbf{r}, t)$ has correlations of the form

$$
\begin{equation*}
\left\langle\eta^{*}(\mathbf{r}, t) \eta\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right\rangle=2 \hbar \gamma k_{B} T \delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \delta\left(t-t^{\prime}\right), \tag{3.22}
\end{equation*}
$$

where $\langle\ldots\rangle$ indicates we are averaging over different realisations of noise. We can then consider this equation as a dissipative Gross-Pitaevskii equation with damping (from a static thermal cloud) determined at a rate governed by $\gamma$. Whilst the value of $\gamma$ should theoretically depend on both position and time, given the uniform nature of potentials we consider, we may ignore the temporal dependence. In fact, neglecting spatial dependence is found to offer no significant alteration to the dynamics, as previously reported in the literature [189]. Since our use of the SPGPE is reserved to the case of calculating equilibrium configurations, we use a dissipation value of $\gamma=0.05$, which is somewhat higher but indeed of the same order of magnitude than those typically used for SPGPE simulations [27, 28, 151, 190, 191]. Moreover, since we are not interested in the trajectory to equilibrium and instead the equilibrium solution itself, this provides a simple way to accelerate our numerical procedure. We introduce the characteristic time

$$
\begin{equation*}
\tau_{\gamma}=\hbar / \mu \gamma, \tag{3.23}
\end{equation*}
$$

which acts as a reference timescale to systematically pick an equivalent length of time across dimensionality for the simulations we perform to equilibrate. (A detailed description of the preparation of a given equilibrium state is provided in Appendix B.1.) To be clear, as we vary the dimensionality parameter $\Lambda$, the system size is altered. If the chemical potential were to remain constant, then we would be comparing systems with


Figure 3.3: Schematic of the $\mathcal{C}$-field coherent region and $\mathcal{I}$-field incoherent region for a harmonically trapped Bose gas. Modes below cutoff are within the $\mathcal{C}$-field and are included in the dynamics of the SPGPE theory. This is in contrast to the sparsely occupied higher energy modes contained within the $\mathcal{I}$-field whose contribution to the dynamics are ignored. We display the lowest energy accessible mode, known as the condensate mode, in green.
vastly different atomic densities. Instead, we systematically adjust the chemical potential with dimensionality in order to maintain either the central atomic density or the Bogoliubov sound speed, as discussed in Section 4.3. In this way, our characteristic timescale $\tau_{\gamma}$ remains appropriate across dimensionality.

### 3.1.6 Numerical implementation of the projector

At every timestep during our simulation, we project the complete field using the projection operator defined by Eq. (3.16). The use of a projector allows the implementation of the high-energy cutoff discussed previously. Formally, this allows a dynamical description of only the low-energy system of interest, where we remove thermal atoms and consider them part of the thermal reservoir. A schematic of this process is displayed in Fig. 3.3. The cutoff $\epsilon_{\text {cut }}$ may be numerically implemented by zeroing all modes outside a sphere in momentum space of radius $k_{\text {cut }}=\sqrt{2 m \epsilon_{\text {cut }}}$. When simulating the SPGPE using spectral methods, we need to be sure that the domains of our wavevectors are large enough such that we do not introduce artificial numerical aliasing. To negate this, following [127], for a 3D numerical box of size $L$ one might employ a condition twice as strict as the Nyquist
sampling requirement such that the grid resolution

$$
\begin{equation*}
d \mathbf{r}=\frac{L}{N_{x, y, z}} \leq \frac{\pi}{2 k_{\mathrm{cut}}} . \tag{3.24}
\end{equation*}
$$

In this way, we can be certain the relevant modes for the system are accessible, prior to the projection operator. In our numerical scheme, we will enforce this domain size requirement along the plane which is solved in the plane wave basis. However, as is discussed in Appendix B, along the transverse direction we will utilise a Hermite-Gauss basis. Instead, along the transverse direction, we take care to include enough modes to accurately capture the occupied modes of the transverse direction in the modified basis and enforce the grid resolution $n_{z} \geq\left(2 \epsilon_{\mathrm{cut}}-1\right) /\left(2 \hbar \omega_{\mathrm{z}}\right)$ for harmonic trapping of strength $\omega_{z}$. Since we will be investigating the effects of dimensionality in later sections, we must consider the effects of strong anisotropic harmonic trapping. To produce a quasi-2D condensate, we enforce strong anisotropic harmonic trapping solely along the $z$-direction in tandem with a hard-wall box trap along the plane. This causes a separation of energy scales, such that $\hbar \omega_{z} \gg\left(\pi^{2} \hbar^{2} / 2 m\right)\left(n_{x}^{2} / L_{x}^{2}+n_{y}^{2} / L_{y}^{2}\right)$ where $\omega_{z}$ is the harmonic trapping frequency in the transverse direction and $L_{x}, L_{y}$ are the box sizes along the planar directions. As such, it may be the case in strongly dimensionally suppressed systems that the projector is only enforced along the planar direction where modes are denser as opposed to the sparse harmonic energy levels. This can be understood when we consider the energy landscape of two model systems. In Fig. 3.4(a) we visualise the distribution of modes for the first 10 quantum numbers in $x$ and $y$ for a system with the same parameters as previously defined in our 2D system $(\Lambda=1)$. Whereas in Fig. 3.4(b) we consider the energy landscape for modes up to $\mathbf{n}=(30,30,10)$ for each dimensionality. Here we observe a staircase function at low dimensionalities with strong harmonic trapping due to the separation of energy scales between the normal and transverse directions. As dimensionality increases, these scales become comparable and a smooth energy landscape is recovered towards our 3D limit of $\Lambda=50$.

### 3.2 Incoherent atomic density in the SPGPE

Despite the neglect of dynamics within the $\mathcal{I}$-field, as is standard within the SPGPE formalism [34, 127, 141], we should still account for atoms projected out when calculating numerical properties of the system. We want to calculate the number of incoherent atoms above an energy cutoff $\epsilon_{\text {cut }}$ in the same hybrid trap as prescribed in Section 3.1.4. In the SPGPE the chemical potential is fixed and the total number of atoms is determined as the sum of the coherent contribution $N_{\mathcal{C}}$ coming from the $\mathcal{C}$-field, solution of the SPGPE, and the incoherent contribution $N_{\mathcal{I}}$. The latter is estimated assuming that


Figure 3.4: For the system with $L_{x}=38 \mu \mathrm{~m}, L_{y}=30 \mu \mathrm{~m}$ and $\omega_{\text {ref }} /(2 \pi)=4594 \mathrm{~Hz}$ and ignoring the zero-point energy we plot: (a) Energy for each accessible modes up to $\mathbf{n}=(10,10,0)$, colour coded by the quantum numbers in $x$ and $y$, normalised to the transverse energy scale $\hbar \omega_{z}$ for $\Lambda=1$. (b) Energies for the accessible modes up to $\mathbf{n}=(30,30,10)$ sorted in ascending order for each of the considered dimensionalities, normalised by $\hbar \omega_{z}$.
the incoherent atoms occupy the single-particle states of an ideal gas in the same trap with mean occupation number at equilibrium given by the Bose-Einstein distribution: $N_{\mathcal{I}}=\sum_{E>\epsilon_{\text {cut }}} 1 /\left\{\exp \left[(E-\mu) / k_{B} T\right]-1\right\}$. First, let us shift the scale of energy in order to remove the zero-point energy $\hbar \omega_{z} / 2$. This must be done consistently also for the chemical potential and the cutoff energy. Then

$$
\begin{equation*}
N_{\mathcal{I}}=\sum_{\tilde{E}_{\mathbf{n}}>\tilde{\epsilon}_{\text {cut }}} \frac{1}{\exp \left[\left(\tilde{E}_{\mathbf{n}}-\tilde{\mu}\right) / k_{B} T\right]-1} \tag{3.25}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{E}_{\mathbf{n}}=\frac{\pi^{2} \hbar^{2}}{2 m}\left(\frac{n_{x}^{2}}{L_{x}^{2}}+\frac{n_{y}^{2}}{L_{y}^{2}}\right)+n_{z} \hbar \omega_{z}=E_{x y}+n_{z} \hbar \omega_{z} \tag{3.26}
\end{equation*}
$$

$\tilde{\mu}=\mu-(1 / 2) \hbar \omega_{z}$ and $\tilde{\epsilon}_{\text {cut }}=\epsilon_{\text {cut }}-\hbar \omega_{z} / 2$. In the following, we restrict our notation and choose the cutoff determined by Eq. (3.17), but pause here to specify that there is nothing special about this value and we are free to choose another. With the shifted chemical
potential $\tilde{\mu}$, this becomes

$$
\begin{equation*}
\tilde{\epsilon}_{\text {cut }}=\tilde{\mu}+k_{B} T \ln 2 . \tag{3.27}
\end{equation*}
$$

The sum has to be performed over the values of $n_{x}, n_{y}$ and $n_{z}$ such that $\tilde{E}_{\mathbf{n}}>\tilde{\epsilon}_{\text {cut }}$. We assume that, for each $n_{z}$, the spectrum of states with different $n_{x}$ and $n_{y}$ is dense enough to replace the sums with an integral over the energy. For each $n_{z}$ the states with different $E_{x y}$ form a band, which starts from $n_{z} \hbar \omega_{z}$ and has constant density of states $m L_{x} L_{y} /\left(2 \pi \hbar^{2}\right)$, as for a 2 D gas. Hence one can write

$$
\begin{equation*}
N_{\mathcal{I}}=\frac{m L_{x} L_{y}}{2 \pi \hbar^{2}} \sum_{n_{z}=0}^{\infty} \int_{E_{\min }}^{\infty} d E_{x y} \frac{1}{\exp \left[\left(E_{x y}+n_{z} \hbar \omega_{z}-\tilde{\mu}\right) / k_{B} T\right]-1}, \tag{3.28}
\end{equation*}
$$

where

$$
E_{\min }=\left\{\begin{array}{lr}
\tilde{\epsilon}_{\mathrm{cut}}-n_{z} \hbar \omega_{z} & \text { for } \tilde{\epsilon}_{\mathrm{cut}}>n_{z} \hbar \omega_{z}  \tag{3.29}\\
0 & \text { for } \tilde{\epsilon}_{\mathrm{cut}} \leq n_{z} \hbar \omega_{z}
\end{array}\right.
$$

Let us introduce the quantities $t=E_{x y} / k_{B} T$ and $z\left(n_{z}\right)=\exp \left[\left(\tilde{\mu}-n_{z} \hbar \omega_{z}\right) / k_{B} T\right]$. The incoherent atom number becomes

$$
\begin{equation*}
N_{\mathcal{I}}=\frac{L_{x} L_{y}}{\lambda_{\mathrm{dB}}^{2}} \sum_{n_{z}=0}^{\infty} \int_{\bar{t}}^{\infty} d t \frac{1}{\frac{e^{t}}{z\left(n_{z}\right)}-1} \tag{3.30}
\end{equation*}
$$

where $\bar{t}=E_{\min } / k_{B} T$. It is convenient to separate the sum into two contributions,

$$
\begin{equation*}
N_{\mathcal{I}}=\frac{L_{x} L_{y}}{\lambda_{\mathrm{dB}}^{2}}\left(\sum_{n_{z}=0}^{\bar{n}_{z}-1} \int_{\bar{t}}^{\infty} d t \frac{1}{\frac{e^{t}}{z\left(n_{z}\right)}-1}+\sum_{n_{z}=\bar{n}_{z}}^{\infty} \int_{0}^{\infty} d t \frac{1}{\frac{e^{t}}{z\left(n_{z}\right)}-1}\right), \tag{3.31}
\end{equation*}
$$

where $\bar{n}_{z}$ is the lowest value of $n_{z}$ for which $n_{z} \hbar \omega_{z}>\tilde{\epsilon}_{\text {cut }}$, that is

$$
\begin{equation*}
\bar{n}_{z}=\left\lceil\tilde{\epsilon}_{\mathrm{cut}} / \hbar \omega_{z}\right\rceil . \tag{3.32}
\end{equation*}
$$

Here, the lower integration limit in the second sum becomes zero in accordance with Eq. (3.29). The integrals in the second sum are thus Bose-Einstein integrals of order $s=1$, so that

$$
\begin{equation*}
N_{\mathcal{I}}=\frac{L_{x} L_{y}}{\lambda_{\mathrm{dB}}^{2}}\left(\sum_{n_{z}=0}^{\bar{n}_{z}-1} \int_{\bar{t}}^{\infty} d t \frac{1}{\frac{e^{t}}{z\left(n_{z}\right)}-1}-\sum_{n_{z}=\bar{n}_{z}}^{\infty} \ln \left(1-z\left(n_{z}\right)\right)\right) . \tag{3.33}
\end{equation*}
$$

while those in the first sum can be calculated numerically (or even analytically as we will see below).

As will be discussed in the following chapter, we fix the chemical potential in the 2D
limit to the value

$$
\begin{equation*}
\mu=g_{2 \mathrm{D}} n_{2 \mathrm{D}}+\frac{\hbar \omega_{z}}{2} \tag{3.34}
\end{equation*}
$$

with $n_{2 \mathrm{D}}=29 \mu \mathrm{~m}^{-2}$ and $g_{2 \mathrm{D}}=0.16 \hbar^{2} / \mathrm{m}$. This ensures that the density and the chemical potential in the 2D limit reduce to the experimental values of Ref. [26], which implies that

$$
\begin{equation*}
\tilde{\mu}=g_{2 \mathrm{D}} n_{2 \mathrm{D}}=\left(4.64 \mu \mathrm{~m}^{-2}\right) \hbar^{2} / m \tag{3.35}
\end{equation*}
$$

As discussed in Section 3.1.4, we recall that the harmonic frequency $\omega_{z}$ is expressed in terms of a reference frequency $\omega_{\text {ref }}=2 \pi \times 4.59 \mathrm{kHz}$ and a dimensionless parameter $\Lambda$ determining the tightness of the transverse confinement given by Eq. (3.20). We can define the function

$$
\begin{equation*}
\phi_{n_{z}}(T, \Lambda)=\frac{\tilde{\mu}}{k_{B} T}-n_{z} \frac{\hbar \omega_{\mathrm{ref}}}{k_{B} T \Lambda}, \tag{3.36}
\end{equation*}
$$

such that the fugacity is given by

$$
\begin{equation*}
z\left(n_{z}\right)=e^{\phi_{n_{z}}(T, \Lambda)} . \tag{3.37}
\end{equation*}
$$

In addition, since the shifted cutoff energy is $\tilde{\epsilon}_{\text {cut }}=\tilde{\mu}+k_{B} T \ln 2$, the lower limit of integration $\bar{t}$ in Eq. (3.33) is expressed as

$$
\begin{equation*}
\bar{t}\left(n_{z}, T, \Lambda\right)=\frac{\tilde{\mu}+k_{B} T \ln 2-n_{z} \hbar \omega_{z}}{k_{B} T}=\ln 2+\phi_{n_{z}}(T, \Lambda) \tag{3.38}
\end{equation*}
$$

and the threshold value of $n_{z}$ is

$$
\begin{equation*}
\bar{n}_{z}=\left\lceil\left(\tilde{\mu}+k_{B} T \ln 2\right) \Lambda / \hbar \omega_{\mathrm{ref}}\right\rceil . \tag{3.39}
\end{equation*}
$$

With these definitions, the incoherent atom number becomes

$$
\begin{equation*}
N_{\mathcal{I}}=\frac{m k_{B} T L_{x} L_{y}}{2 \pi \hbar^{2}}\left(\sum_{n_{z}=0}^{\bar{n}_{z}-1} \int_{\ln 2+\phi_{n_{z}}}^{\infty} d t \frac{1}{e^{t-\phi_{n_{z}}}-1}-\sum_{n_{z}=\bar{n}_{z}}^{\infty} \ln \left(1-e^{\phi_{n_{z}}}\right)\right) . \tag{3.40}
\end{equation*}
$$

We note that each integral in the first sum has to be calculated for fixed values of $\Lambda, T$ and $n_{z}$. This means that the function $\phi_{n_{z}}$ in the integral behaves as a constant. Thus one can change the variable in $t^{\prime}=t-\phi_{n_{z}}$ and write

$$
\begin{equation*}
N_{\mathcal{I}}=\frac{m k_{B} T L_{x} L_{y}}{2 \pi \hbar^{2}}\left(\sum_{n_{z}=0}^{\bar{n}_{z}-1} \int_{\ln 2}^{\infty} d t^{\prime} \frac{1}{e^{t^{\prime}}-1}-\sum_{n_{z}=\bar{n}_{z}}^{\infty} \ln \left(1-e^{\phi_{n_{z}}}\right)\right) . \tag{3.41}
\end{equation*}
$$

But now the integral does not depend on $n_{z}$, and it can be calculated by substitution of
variable, $x=e^{t^{\prime}}$ :

$$
\begin{equation*}
\int_{\ln 2}^{\infty} d t^{\prime} \frac{1}{e^{t^{\prime}}-1}=\int_{2}^{\infty} d x \frac{1}{x(x-1)}=\left[\ln \frac{x-1}{x}\right]_{2}^{\infty}=\ln 2 \tag{3.42}
\end{equation*}
$$

Hence, the first sum in $N_{\mathcal{I}}$ is just $\bar{n}_{z}$ times the above integral, and

$$
\begin{equation*}
N_{\mathcal{I}}=\frac{m k_{B} T L_{x} L_{y}}{2 \pi \hbar^{2}}\left(\bar{n}_{z} \ln 2-\sum_{n_{z}=\bar{n}_{z}}^{\infty} \ln \left(1-e^{\phi_{n_{z}}}\right)\right), \tag{3.43}
\end{equation*}
$$

or

$$
\begin{equation*}
N_{\mathcal{I}}=\frac{L_{x} L_{y}}{\lambda_{\mathrm{dB}}^{2}}\left(\bar{n}_{z} \ln 2-\sum_{n_{z}=\bar{n}_{z}}^{\infty} \ln \left(1-e^{\phi_{n_{z}}}\right)\right) . \tag{3.44}
\end{equation*}
$$

A different way to write the prefactor is

$$
\begin{equation*}
N_{\mathcal{I}}=\frac{k_{B} T L_{x} L_{y}}{2 \pi l_{\mathrm{ref}}^{2} \hbar \omega_{\mathrm{ref}}}\left(\bar{n}_{z} \ln 2-\sum_{n_{z}=\bar{n}_{z}}^{\infty} \ln \left(1-e^{\phi_{n_{z}}}\right)\right) . \tag{3.45}
\end{equation*}
$$

One can also define the 2D phase-space density of incoherent atoms as $\mathcal{D}_{\mathcal{I}}=\lambda_{\mathrm{dB}}^{2} N_{\mathcal{I}} / L_{x} L_{y}$ so that

$$
\begin{equation*}
\mathcal{D}_{\mathcal{I}}=\bar{n}_{z} \ln 2-\sum_{n_{z}=\bar{n}_{z}}^{\infty} \ln \left(1-e^{\phi_{n_{z}}}\right) . \tag{3.46}
\end{equation*}
$$

These quantities can be calculated for each $T$ and $\Lambda$. Note also that $\phi_{n_{z}}$ and $\bar{n}_{z}$ can be expressed as follows:

$$
\begin{align*}
\phi_{n_{z}}(T, \Lambda) & =\left(\frac{\tilde{\mu}}{\hbar \omega_{\mathrm{ref}}}-\frac{n_{z}}{\Lambda}\right) \frac{\hbar \omega_{\mathrm{ref}}}{k_{B} T} \\
& =\left(\frac{\left(4.64 \mu \mathrm{~m}^{-2}\right) \hbar}{m \omega_{\mathrm{ref}}}-\frac{n_{z}}{\Lambda}\right) \frac{\hbar \omega_{\mathrm{ref}}}{k_{B} T} \\
& =\left(\left(4.64 \mu \mathrm{~m}^{-2}\right) \ell_{\mathrm{ref}}^{2}-\frac{n_{z}}{\Lambda}\right) \frac{\hbar \omega_{\mathrm{ref}}}{k_{B} T}, \tag{3.47}
\end{align*}
$$

with $\ell_{\text {ref }}=\sqrt{\hbar / m \omega_{\text {ref }}}$, and

$$
\begin{align*}
\bar{n}_{z}(T, \Lambda) & =\left\lceil\left(\frac{\tilde{\mu}}{\hbar \omega_{\text {ref }}}+\frac{k_{B} T}{\hbar \omega_{\text {ref }}} \ln 2\right) \Lambda\right\rceil \\
& =\left\lceil\left(\frac{\left(4.64 \mu \mathrm{~m}^{-2}\right) \hbar^{2}}{m \hbar \omega_{\text {ref }}}+\frac{k_{B} T}{\hbar \omega_{\text {ref }}} \ln 2\right) \Lambda\right\rceil \\
& =\left\lceil\left(\left(4.64 \mu \mathrm{~m}^{-2}\right) \ell_{\text {ref }}^{2}+\frac{k_{B} T}{\hbar \omega_{\text {ref }}} \ln 2\right) \Lambda\right\rceil \tag{3.48}
\end{align*}
$$

With the reference frequency $\omega_{\text {ref }}$ we can define a reference temperature $T_{\text {ref }}=\hbar \omega_{\text {ref }} / k_{B}$ and introduce a relative temperature $T^{\prime}=T / T_{\text {ref }}$. Also, let us call $a$ and $b$ the dimension-
less constants $\left(4.64 \mu \mathrm{~m}^{-2}\right) \ell_{\text {ref }}^{2}$ and $L_{x} L_{y} /\left(2 \pi l_{\text {ref }}^{2}\right)$, respectively. Thus

$$
\begin{gather*}
\phi_{n_{z}}\left(T^{\prime}, \Lambda\right)=\left(a-\frac{n_{z}}{\Lambda}\right) \frac{1}{T^{\prime}}  \tag{3.49}\\
\bar{n}_{z}\left(T^{\prime}, \Lambda\right)=\left\lceil\left(a+T^{\prime} \ln 2\right) \Lambda\right\rceil \tag{3.50}
\end{gather*}
$$

and so finally

$$
\begin{equation*}
N_{\mathcal{I}}\left(T^{\prime}, \Lambda\right)=b T^{\prime}\left(\bar{n}_{z} \ln 2-\sum_{n_{z}=\bar{n}_{z}}^{\infty} \ln \left(1-e^{\phi_{n_{z}}}\right)\right) \tag{3.51}
\end{equation*}
$$

For the trapping configuration prescribed within Section 3.1.4, we can calculate the relevant quantities, yielding

$$
\begin{align*}
& \ell_{\mathrm{ref}}=\sqrt{\frac{\hbar}{m \omega_{\mathrm{ref}}}}=0.1592 \times 10^{-6} \mathrm{~m}=0.1592 \mu \mathrm{~m},  \tag{3.52a}\\
& T_{\text {ref }}=\frac{\hbar \omega_{\mathrm{ref}}}{k_{B}}=22.03 \times 10^{-8} \mathrm{~K}=220.3 \mathrm{nK},  \tag{3.52~b}\\
& a=\frac{g_{2 \mathrm{D}} n_{2 \mathrm{D}}}{\hbar \omega_{\mathrm{ref}}}=\left(4.64 \mu \mathrm{~m}^{-2}\right) \ell_{\mathrm{ref}}^{2}=0.1176,  \tag{3.52c}\\
& b=\frac{L_{x} L_{y}}{2 \pi l_{\mathrm{ref}}^{2}}=7159 . \tag{3.52~d}
\end{align*}
$$

It is also useful to introduce the following constants:

$$
\begin{equation*}
c_{x}=\frac{\pi \ell_{\mathrm{ref}}}{L_{x}}=1.316 \times 10^{-2} \quad \text { and } \quad c_{x}=\frac{\pi \ell_{\mathrm{ref}}}{L_{y}}=1.667 \times 10^{-2} \tag{3.53}
\end{equation*}
$$

The analytic result Eq. (3.51) could be compared with the brute force numerical summation Eq. (3.25). If we use the cutoff energy as in Eq. (3.17) and the constants of Eq. (3.52) and Eq. (3.53), we can express the latter as

$$
\begin{equation*}
N_{\mathcal{I}}=\sum_{n_{z}=0}^{\infty} \sum_{n_{x}, n_{y}}^{\prime}\left\{\exp \left[\frac{c_{x}^{2} n_{x}^{2}+c_{y}^{2} n_{y}^{2}+n_{z} / \Lambda-a}{T^{\prime}}\right]-1\right\}^{-1} \tag{3.54}
\end{equation*}
$$

where the second sum includes all values of $n_{x}$ and $n_{y}$ such that

$$
\begin{equation*}
c_{x}^{2} n_{x}^{2}+c_{y}^{2} n_{y}^{2}+n_{z} / \Lambda-a>T^{\prime} \ln 2 \tag{3.55}
\end{equation*}
$$

and the normalised temperature $T^{\prime}=T / T_{\text {ref }}$ has been introduced for simplified notation. Note that, by replacing the inequality with an equality, the mean occupation number becomes 1 , which is consistent with the choice of the cutoff energy.

The analytic result of Eq. (3.51) can also be compared with the results that one obtains when the whole spectrum is dense on the scale of $k_{B} T$. In this limit the sum over $n_{z}$,
together with the ones over $n_{x}$ and $n_{y}$, can be converted into an integral on the energy, as done in Eq. (4.18). The condition that must be satisfied is $k_{B} T \gg \hbar \omega_{z}$ or $\Lambda T^{\prime} \gg 1$. In this case one can write

$$
\begin{align*}
N_{\mathcal{I}} & =\frac{m L_{x} L_{y}}{2 \pi \hbar^{3} \omega_{z}} \int_{\tilde{E}_{\text {cut }}}^{\infty} d \tilde{E} \frac{\tilde{E}}{\exp \left[(\tilde{E}-\tilde{\mu}) / k_{B} T\right]-1} \\
& =\frac{m L_{x} L_{y} \Lambda k_{B}^{2} T^{2}}{2 \pi \hbar^{3} \omega_{\text {ref }}} \int_{\bar{t}}^{\infty} d t \frac{t}{\frac{e^{t}}{z}-1} \\
& =b \Lambda T^{\prime 2} \int_{\bar{t}}^{\infty} d t \frac{t}{\frac{e^{t}}{z}-1} \tag{3.56}
\end{align*}
$$

with

$$
\begin{equation*}
\bar{t}=\frac{\tilde{E}_{\mathrm{cut}}}{k_{B} T}=\frac{\tilde{\mu}}{k_{B} T}+\ln 2=\frac{a}{T^{\prime}}+\ln 2 \tag{3.57}
\end{equation*}
$$

and the fugacity

$$
\begin{equation*}
z=\exp \left(\frac{\tilde{\mu}}{k_{B} T}\right)=\exp \left(\frac{a}{T^{\prime}}\right) . \tag{3.58}
\end{equation*}
$$

One can then write the same expression in this way:

$$
\begin{equation*}
N_{\mathcal{I}}=b \Lambda T^{\prime 2} \int_{\frac{a}{T^{\prime}}+\ln 2}^{\infty} d t \frac{t}{e^{t-a / T^{\prime}}-1} \tag{3.59}
\end{equation*}
$$

or

$$
\begin{equation*}
N_{\mathcal{I}}=b \Lambda T^{\prime 2} \int_{\ln 2}^{\infty} d t \frac{t+a / T^{\prime}}{e^{t}-1} \tag{3.60}
\end{equation*}
$$

This must coincide with the limit $\Lambda T^{\prime} \gg 1$ of expression Eq. (3.51), which means that

$$
\begin{equation*}
\lim _{\Lambda T^{\prime} \rightarrow \infty}\left[\bar{n}_{z} \ln 2-\sum_{n_{z}=\bar{n}_{z}}^{\infty} \ln \left(1-e^{\phi_{n_{z}}}\right)\right]=\Lambda T^{\prime} \int_{\ln 2}^{\infty} d t \frac{t+a / T^{\prime}}{e^{t}-1} . \tag{3.61}
\end{equation*}
$$

In either case, the two results must approach each other. An alternative way to write Eq. (3.60) is the following

$$
\begin{equation*}
\frac{N_{\mathcal{I}}}{b \Lambda T^{\prime}}=T^{\prime}\left(\int_{\ln 2}^{\infty} d t \frac{t}{e^{t}-1}+\frac{a}{T^{\prime}} \int_{\ln 2}^{\infty} d t \frac{1}{e^{t}-1}\right)=a \ln 2+T^{\prime} \int_{\ln 2}^{\infty} d t \frac{t}{e^{t}-1} . \tag{3.62}
\end{equation*}
$$

The last integral is just a number,

$$
\begin{equation*}
\Upsilon=\int_{\ln 2}^{\infty} d t \frac{t}{e^{t}-1}=1.0592 \tag{3.63}
\end{equation*}
$$

so that

$$
\begin{equation*}
N_{\mathcal{I}}=b \Lambda T^{\prime}\left(a \ln 2+\Upsilon T^{\prime}\right) \tag{3.64}
\end{equation*}
$$

and the limit Eq. (3.61) can be expressed as

$$
\begin{equation*}
\lim _{\Lambda T^{\prime} \rightarrow \infty}\left[\bar{n}_{z} \ln 2-\sum_{n_{z}=\bar{n}_{z}}^{\infty} \ln \left(1-e^{\phi_{n_{z}}}\right)\right]=\Lambda\left(a \ln 2+\Upsilon T^{\prime}\right) . \tag{3.65}
\end{equation*}
$$

The difference between the two obtained results for $N_{\mathcal{I}}$ can be appreciated by plotting the function

$$
\begin{equation*}
N_{f}\left(T^{\prime}\right)=N_{\mathcal{I}} /\left(b \Lambda T^{\prime}\right) \tag{3.66}
\end{equation*}
$$

as in Fig. 3.5. Here, the limit of a dense spectrum is represented by a black dashed straight line: $a \ln 2+\Upsilon T^{\prime}$, and all curves obtained with the discrete spectrum collapse onto this line for large $\Lambda$. The figure shows the results for each considered dimensionality in this chapter as given by $\Lambda=\{1,2,3,4,5,6,7,8,9,10,15,20,25,30,40,50\}$, from top to bottom. With the same method one can also calculate the incoherent atom density in the SPGPE.


Figure 3.5: The function $N_{f}$ given by Eq. (3.66) is plotted for each considered value of dimensionality to show the difference in value for the number of atoms between the discrete spectrum and dense spectrum formulations. The dense spectrum result $\left(\Lambda T^{\prime} \rightarrow \infty\right)$ is plotted as a dashed black line.

The starting point is the basis of eigenfunctions for a particle in the same hybrid trap, which can be written as

$$
\begin{equation*}
\Psi_{\mathbf{n}}(x, y, z)=c \sin \left(\frac{n_{x} \pi x}{L_{x}}\right) \sin \left(\frac{n_{y} \pi y}{L_{y}}\right) H_{n_{z}}\left(z / \ell_{z}\right) \exp \left(-z^{2} / 2 \ell_{z}^{2}\right) \tag{3.67}
\end{equation*}
$$

where $c$ is a normalisation constant, fixing the norm of each state to 1 , and $H_{n_{z}}$ denotes a Hermite polynomial. The harmonic oscillator length is $\ell_{z}=\sqrt{\hbar / m \omega_{z}}=\sqrt{\Lambda} \ell_{\text {ref }}$. The meaning of the quantum numbers $\mathbf{n}=\left(n_{x}, n_{y}, n_{z}\right)$ is the same as in Eq. (A.27). Each state is populated according to the Bose-Einstein distribution Eq. (A.28). Hence the density associated to the incoherent atoms above the cutoff energy, treated as an ideal gas, can be estimated as

$$
\begin{equation*}
n_{\mathcal{I}}(x, y, z)=\sum_{\tilde{E}_{\mathbf{n}}>\tilde{\epsilon}_{\text {cut }}} \frac{\left|\Psi_{\mathbf{n}}(x, y, z)\right|^{2}}{\exp \left[\left(\tilde{E}_{\mathbf{n}}-\tilde{\mu}\right) / k_{B} T\right]-1}, \tag{3.68}
\end{equation*}
$$

where all quantities entering this expression are the same as in Eq. (3.25). Ignoring interference effects in the sum of wavefunctions is consistent with the assumption that the states above the cutoff energy are incoherent and the effects of the relative phase vanish after configuration averages. The spatial integral of this density gives the incoherent atom number $N_{\mathcal{I}}$. We can also assume that the spectrum is dense in $n_{x}$ and $n_{y}$, such that all $\sin ^{2}$ functions sum up to a constant areal density along $x$ and $y$, except for negligible boundary effects. The sum over $n_{x}$ and $n_{y}$ can be replaced with an integral over the energy, introducing the 2D density of state as in Eq. (3.28):

$$
\begin{equation*}
n_{\mathcal{I}}(z)=\frac{m}{2 \pi \hbar^{2}} \sum_{n_{z}=0}^{\infty}\left|\psi_{n_{z}}(z)\right|^{2} \int_{E_{\min }}^{\infty} d E_{x y} \frac{1}{\exp \left[\left(E_{x y}+n_{z} \hbar \omega_{z}-\tilde{\mu}\right) / k_{B} T\right]-1}, \tag{3.69}
\end{equation*}
$$

where the wavefunction

$$
\begin{equation*}
\psi_{n_{z}}(z)=c_{n_{z}} H_{n_{z}}\left(z / \ell_{z}\right) \exp \left(-z^{2} / 2 \ell_{z}^{2}\right) \tag{3.70}
\end{equation*}
$$

depends on $z$ only and has norm 1 if

$$
\begin{equation*}
c_{n_{z}}=\left[\sqrt{\pi} 2^{n_{z}} n_{z}!\ell_{z}\right]^{-1 / 2} . \tag{3.71}
\end{equation*}
$$

Following the same procedure used after Eq. (3.28), one can derive the expression

$$
\begin{equation*}
n_{\mathcal{I}}(z)=\frac{m k_{B} T}{2 \pi \hbar^{2}}\left(\sum_{n_{z}=0}^{\bar{n}_{z}-1}\left|\psi_{n_{z}}(z)\right|^{2} \int_{\bar{t}}^{\infty} d t \frac{1}{\frac{e^{t}}{z\left(n_{z}\right)}-1}-\sum_{n_{z}=\bar{n}_{z}}^{\infty}\left|\psi_{n_{z}}(z)\right|^{2} \ln \left(1-z\left(n_{z}\right)\right)\right) . \tag{3.72}
\end{equation*}
$$

As before, we can also use the expressions of the chemical potential and the cutoff energy of our SPGPE equation and write

$$
\begin{equation*}
n_{\mathcal{I}}(z)=\frac{m k_{B} T}{2 \pi \hbar^{2}}\left(\sum_{n_{z}=0}^{\bar{n}_{z}-1}\left|\psi_{n_{z}}(z)\right|^{2} \ln 2-\sum_{n_{z}=\bar{n}_{z}}^{\infty}\left|\psi_{n_{z}}(z)\right|^{2} \ln \left(1-e^{\phi_{n_{z}}}\right)\right), \tag{3.73}
\end{equation*}
$$

or

$$
\begin{equation*}
n_{\mathcal{I}}(z)=\frac{b T^{\prime}}{L_{x} L_{y}}\left(\sum_{n_{z}=0}^{\bar{n}_{z}-1}\left|\psi_{n_{z}}(z)\right|^{2} \ln 2-\sum_{n_{z}=\bar{n}_{z}}^{\infty}\left|\psi_{n_{z}}(z)\right|^{2} \ln \left(1-e^{\phi_{n_{z}}}\right)\right), \tag{3.74}
\end{equation*}
$$

with

$$
\begin{equation*}
\phi_{n_{z}}=\left(a-\frac{n_{z}}{\Lambda}\right) \frac{1}{T^{\prime}} \quad \text { and } \quad \bar{n}_{z}=\left\lceil\left(a+T^{\prime} \ln 2\right) \Lambda\right\rceil . \tag{3.75}
\end{equation*}
$$

Note that the Hermite polynomial vanishes in $z=0$ if $n_{z}$ is an odd integer. This implies that the incoherent density in the $z=0$ plane is

$$
\begin{equation*}
n_{\mathcal{I}}(0)=\frac{b T^{\prime}}{L_{x} L_{y}}\left(\sum_{n_{z}=0}^{\bar{n}_{z}-1} c_{n_{z}}^{2}\left(H_{n_{z}}(0)\right)^{2} \ln 2-\sum_{n_{z}=\bar{n}_{z}}^{\infty} c_{n_{z}}^{2}\left(H_{n_{z}}(0)\right)^{2} \ln \left(1-e^{\phi_{n_{z}}}\right)\right) \tag{3.76}
\end{equation*}
$$

where the sums give non-zero contributions only for even values of $n_{z}$. Hence

$$
\begin{equation*}
n_{\mathcal{I}}(0)=\frac{b T^{\prime}}{\sqrt{\pi} L_{x} L_{y} \ell_{z}}\left(\sum_{n_{z}=0}^{\bar{n}_{z}-1} \frac{\left(H_{n_{z}}(0)\right)^{2} \ln 2}{2^{n_{z} n_{z}}!}-\sum_{n_{z}=\bar{n}_{z}}^{\infty} \frac{\left(H_{n_{z}}(0)\right)^{2}}{2^{n_{z}} n_{z}!} \ln \left(1-e^{\phi_{n_{z}}}\right)\right) \tag{3.77}
\end{equation*}
$$

or

$$
\begin{equation*}
n_{\mathcal{I}}(0)=\frac{b T^{\prime}}{\sqrt{\pi \Lambda} L_{x} L_{y} \ell_{\mathrm{ref}}}\left(\sum_{n_{z}=0}^{\bar{n}_{z}-1} \frac{\left(H_{n_{z}}(0)\right)^{2} \ln 2}{2^{n_{z}} n_{z}!}-\sum_{n_{z}=\bar{n}_{z}}^{\infty} \frac{\left(H_{n_{z}}(0)\right)^{2}}{2^{n_{z}} n_{z}!} \ln \left(1-e^{\phi_{n_{z}}}\right)\right) . \tag{3.78}
\end{equation*}
$$

This quantity is plotted as a function of normalised temperature for a number of different dimensionalities, as indicated in Fig. 3.6. It is worth noticing here, that the dependence on $\Lambda$ is very weak with the largest deviation exhibited for the lowest dimensionality we consider $\Lambda=1$ corresponding to the 2D limit. Now, considering the full transverse profile for the thermal atoms, we can see a clearer deviation in the density profiles of the abovecutoff atoms. Fig. 3.8 shows the incoherent density $n_{\mathcal{I}}(z)$ as a function of $z / \ell_{z}$ for $T^{\prime}=0.45$ and each value of $\Lambda \in[1,50]$ that we consider, from the narrower to the broader. The values at $z=0$ are the same as given in the previous plot. We also highlight that the incoherent atom number $N_{\mathcal{I}}$ can be roughly estimated by replacing each curve with a rectangle of height $n_{\mathcal{I}}(0)$ and width of the order of $z_{1 / 2} / \ell_{z}$ where $z_{1 / 2}$ is where the density is half its central value. The area of such a rectangle, multiplied by two (the density extends symmetrically on the left of $z=0$ ) and by the volume $L_{x} L_{y} \ell_{z}$, reasonably approximates the exact result Eq. (3.51).

It is worth highlighting that the above-cutoff density $n_{\mathcal{I}}$ must not be confused with the "thermal" (or non-condensate) gas density as usually defined in 3D Bose gases when a condensate is present. The non-condensate density along the transverse direction $n_{n c}(z)$ can be estimated as the total density $n(z)$ minus the density $n_{0}(z)$ of the atoms in the condensate i.e., the eigenstate with the largest eigenvalue in the Penrose-Onsager diago-


Figure 3.6: Central transverse density of the thermal above-cutoff atoms in the $\mathcal{I}$-field for various values of the dimensionality parameter $\Lambda$ (as indicated by the legend) plotted as a function of normalised temperature $T^{\prime}$.
nalisation of the one-body density matrix, as later discussed in Section 4.5.1. We stress that the non-condensate density contains contributions from above-cutoff atoms such that

$$
\begin{equation*}
n_{\mathrm{nc}}(z)=n_{\mathcal{C}}(z)+n_{\mathcal{I}}(z)-n_{0}(z) \tag{3.79}
\end{equation*}
$$

Such a thermal density takes contributions from both the $\mathcal{C}$-field below and the incoherent states above the cutoff. Two examples are shown in Fig. 3.7 at temperatures close to the phase transition for two different values of $\Lambda$.

### 3.2.1 Density normalisation across dimensionality through tuning of the chemical Potential

Through the SPGPE, control of the system is facilitated by a careful choice of two parameters, namely the chemical potential $\mu$ and the temperature $T$. In defining values for these quantities, we can design specific conditions for the thermal cloud. This incoherent cloud then exchanges particles and energy with the condensed field, corresponding to a specific equilibration configuration for those conditions. Whilst equilibration is stochastic in nature, a careful choice in the chemical potential can be used to ensure an approximate atom number in our equilibrated system.


Figure 3.7: Total ( $n$ ), condensate $\left(n_{0}\right)$ and non-condensate $\left(n_{n c}=n-n_{0}\right)$ density profiles along the transverse direction plotted in blue, red and yellow respectively for a quasi-2D (a) ( $\Lambda=10$ ) and 3D (b) $(\Lambda=50)$ trapping geometry at temperature $\mathrm{T}=200 \mathrm{nK}$, for which $T / T_{c}=0.83$ and $T / T_{c}=0.75$ respectively.

Our simulations evolve from the initial condition $\psi(\mathbf{r})=0$, with a random realisation of the initial noisy field $\eta(\mathbf{r})$. This is akin to an input condition where all atoms possess initial energy larger than the cutoff energy $\epsilon_{\mathrm{cut}}$. These atoms then enter the coherent region at a rate governed by $\gamma$, which describes the collisional rate between atoms, until the gas saturates at thermal equilibrium. Our desire is to ensure an approximately equivalent total atomic density across various dimensionalities. To estimate the value of $\mu$ to generate $N$ atoms in our equilibrated coherent system at a dimensionality $\Lambda$, we apply the Thomas Fermi approximation. Assuming we are at equilibrium and the number of atoms has saturated, we can neglect the dissipation and noise terms and write Eq. (3.21) as

$$
\begin{equation*}
i \hbar \frac{\partial \Psi}{\partial t}=\mathcal{P}\left\{\left[-\frac{\hbar^{2} \nabla^{2}}{2 m}+V+g_{3 \mathrm{D}}|\Psi|^{2}-\mu\right] \Psi\right\} \tag{3.80}
\end{equation*}
$$

Since we shall be emulating the experimental configuration of Ville et al [171] for our reference case of $\Lambda=1$, we begin by considering this 2D limit and make the ansatz that

$$
\begin{equation*}
\Psi(\mathbf{r}, t)=\psi(x, y, t) \phi(z) \tag{3.81}
\end{equation*}
$$



Figure 3.8: Transverse density profiles of above-cutoff atoms for various values of dimensionality taken at the normalised temperature $T^{\prime}=0.45$. Density profiles are symmetric about $z=0$, with the symmetric half omitted for visual clarity.
where $\phi(z)$ is the ground state solution which is known to be of the form [40]

$$
\begin{equation*}
\phi(z)=\frac{e^{-\frac{z^{2}}{2 \ell_{z}^{2}}}}{\left(\pi \ell_{z}^{2}\right)^{1 / 4}} \tag{3.82}
\end{equation*}
$$

where, as used previously, the characteristic trapping length $\ell_{z}$ corresponds to the transverse trapping frequency $\omega_{z}$. Substituting Eq. (3.82) into Eq. (3.80), multiplying on the left by the conjugate $\phi^{*}(z)$ and integrating over all $z$ gives

$$
\begin{equation*}
i \hbar \int_{-\infty}^{\infty} \mathrm{d} z|\phi|^{2} \frac{\partial \psi}{\partial t}=\mathcal{P}\left\{\int_{-\infty}^{\infty} \mathrm{d} z \phi^{*}\left[-\frac{\hbar^{2} \nabla^{2}}{2 m}+V+g_{3 \mathrm{D}}|\psi|^{2}-\mu\right] \psi \phi\right\} \tag{3.83}
\end{equation*}
$$

Noting that the only constituent of our external potential which acts over the transverse direction is that of our harmonic trap, and since $\int_{-\infty}^{\infty} \mathrm{d} z|\phi|^{2}=1, \int_{-\infty}^{\infty} \mathrm{d} z|\phi|^{4}=1 / \sqrt{2 \pi} \ell_{z}$, this can be simplified down to

$$
\begin{equation*}
i \hbar \frac{\partial \psi}{\partial t}=\mathcal{P}\left\{\left[-\frac{\hbar^{2} \nabla^{2}}{2 m}+\frac{\hbar \omega_{z}}{2}+\frac{g_{3 \mathrm{D}}}{\sqrt{2 \pi} \ell_{z}}|\psi|^{2}-\mu\right] \psi\right\} \tag{3.84}
\end{equation*}
$$

The projector is only important when considering numerics and thus we ignore it here for
simplicity. The stationary solution of the coherent modes in the Thomas-Fermi limit is then

$$
\begin{equation*}
\mu \psi=\left[\frac{\hbar \omega_{z}}{2}+\frac{g_{3 \mathrm{D}}}{\sqrt{2 \pi} \ell_{z}}|\psi|^{2}\right] \psi . \tag{3.85}
\end{equation*}
$$

Substituting $|\psi|^{2}=\frac{N}{L_{x} L_{y}}$ as the 2-dimensional density, we can estimate $\mu$ to be

$$
\begin{equation*}
\mu=\frac{\hbar \omega_{z}}{2}+\frac{g_{3 \mathrm{D}} N}{\sqrt{2 \pi} \ell_{z} L_{x} L_{y}} \tag{3.86}
\end{equation*}
$$

where we recall that $L_{x}, L_{y}$ are the respective box side lengths in $x$ and $y$. Now since we know the density value of the reference 2D system we wish to emulate, as well as the interaction strength we can substitute $\mu_{2 \mathrm{D}}=g_{2 \mathrm{D}} n_{2 \mathrm{D}}=g_{3 \mathrm{D}} N /\left(\sqrt{2 \pi} \ell_{z} L_{x} L_{y}\right)$ and therefore have a simplistic method to normalise atomic density across different values of $\omega_{z}$ and thus dimensionality.

### 3.3 Chapter conclusions

In this chapter we introduced the finite temperature dynamical theory offered by the SPGPE. We outlined its derivation and discussed the approximations made that give rise to the simple growth SPGPE. We then discussed the implications and implementation details of a numerical projection operator to cast out incoherent modes. We went on to introduce the hybrid trapping geometry employed for the remainder of this thesis and derived expressions for the density contributions from above-cutoff modes in this given configuration. Lastly, we motivated a simple choice for a chemical potential to emulate the 2D experimental conditions of Ville et al [26] in such a way that we can maintain an equivalent central density across dimensionality by varying the parameter $\Lambda$.

With this foundation, we can now utilise the SPGPE formalism to explore the physics present in the dimensionality crossover from two to three dimensions. By varying the transverse harmonic trapping strength, the following chapter will explore the effects of dimensionality on the phase transition of the trapped Bose gas at equilibrium.

## Chapter 4

## Equilibrium analysis of the dimensionally reduced Bose gas from two to three dimensions

In this chapter we introduce and investigate the dimensionality crossover of the planar trapped Bose gas which is harmonically confined along a singular direction. This work documents in greater detail the study described in Keepfer et al, "Phase transition dimensionality crossover from two to three dimensions in a trapped ultracold atomic Bose gas" (2022), accepted for publication in Phys. Rev. Research [192].

### 4.1 The role of dimensionality in the characterisation of the critical transition point

It is well documented that in lower-dimensional finite temperature systems with shortrange interactions, the spontaneous breaking of a continuous symmetry is precluded. This is commonly referred to as the Mermin-Hohenberg-Wagner theorem [24, 25]. More plainly, in such lower-dimensional systems, long-range coherence remains elusive due to the strong thermal fluctuations inherent to the system which acts to destroy any long-range order. However, for the case of the dilute Bose gas with repulsive interactions, a topological ordering may be induced through the binding of vortex pairs [193, 194] below a critical transition temperature. We also know that in 3D the macroscopic occupation of the lowest energy allows the formation of a Bose-Einstein condensate [1, 2, 195], which in turn, occurs at another distinct critical temperature. This dichotomy between phase transition mechanisms at the dimensional extremes presents an open question on the phase transition mechanism in quasi-2D systems. That is, as we apply harmonic trapping with increasing strength along the transverse direction, there must be a crossover region
in which we shift from the superfluidity as a consequence of BEC, to the superfluidity as a consequence of BKT topological ordering. Whilst dimensionality crossovers have been previously considered both theoretically [41, 164, 196-203] and experimentally [5, 42, 46, 204-207], relevant questions on the effects of dimensionality between the BKT and BEC phase transitions of a dilute Bose gas within experimentally viable geometries remain open. We highlight that this specific crossover has previously been investigated as a function of interactions [207], but in our work these remain fixed.

### 4.2 Equilibration physics inside the hybrid trapping Geometry

Before discussing the equilibrium properties, we first visualise in Fig. 4.1 a few snapshots of single SPGPE trajectories for three different values of $\Lambda$ during the preparatory stage of the dynamical equilibration process we employ. Projected density slices along the axial planes reveal a homogeneous profile along the $x y$ plane. Along the other planes we have a fusion of homogenous and harmonic density profiles. In addition to the density slices, the integrated density along each individual axis is shown, revealing a clear homogeneous profile along the planar directions and a Thomas-Fermi like solution along the harmonically trapped transverse direction. Lastly, the isosurface renderings reveal the global change in system topology through the dimensionality crossover as we modify $\Lambda$. In each case, the system evolves starting from a zero-field condition and a snapshot is taken at some instant during the equilibration dynamics. In such a dynamical process, one may easily observe quantum vortex structures forming spontaneously during the growth [151, 187, 208-210] as a consequence of symmetry breaking in the region of critical fluctuations. Whilst we employ an instantaneous quench, a careful control of quench rate can be used to effectively control vortex number through the Kibble-Zurek mechanism [69, 211, 212]. The figure shows that, by increasing $\Lambda$, vortices change from point-like to filament-like defects, clearly signposting a transition in dimensionality, which roughly occurs when the vortex core size (i.e., the healing length) is of the same order of the transverse size of the atomic cloud. This is further evidenced when we consider the full relationship between the healing length $\xi$ and transverse width $\ell_{z}$ as plotted in Fig. 4.2. Here we see a rapid change in dimensionality between $1 \leq \Lambda \leq 10$, which slows with increasing $\Lambda$. As such, we expect the majority of the dimensional shift to occur within this range.


Figure 4.1: Examples of isosurface rendering (green) of $\mathcal{C}$-field density, $\left|\Psi_{\mathcal{C}}\right|^{2}$, during a quench from zero-field conditions to equilibrium for $\Lambda=1,20,50$ as labelled by (a), (b) and (c) respectively. The temperature of the gas in all cases is 20 nK , which is well below the transition temperature where the system is superfluid. In red, we plot an isosurface of high velocity regions, indicating vortex structures. In the $\Lambda=50$ case, integrated line density profiles are overlayed for each axis. The image at the bottom is the column density, i.e., the density integrated along $z$, for the case of $\Lambda=50$. The images on the left and right are the column densities in the planar directions.

### 4.3 Normalising atomic density and Bogoliubov sound speed across dimensionality and temperature

As previously outlined in Section 3.1.4, our aim is to compare equilibrium configurations with similar average density but different dimensionality, as this facilitates the most direct way to compare different regimes across the dimensionality crossover. However, the SPGPE does not allow one to directly fix the total atom number $N=N_{\mathcal{C}}+N_{\mathcal{I}}$ as an input without the postulation of an additional term as has been previously investigated [131] in 1D. One instead has to impose upon the thermal reservoir, and consequently the Bose gas, an input chemical potential which is carefully chosen to ensure consistent atomic densities. A simple choice, as motivated in Section 3.2.1, corresponds to use $\mu$ according to

$$
\begin{equation*}
\mu=\mu_{2 \mathrm{D}}+\frac{\hbar \omega_{z}}{2}=\mu_{2 \mathrm{D}}+\frac{\hbar \omega_{\mathrm{ref}}}{2 \Lambda}, \tag{4.1}
\end{equation*}
$$

where $\mu_{2 \mathrm{D}}$ is a constant, independent of $\Lambda$. When $\Lambda$ increases, this choice of $\mu$ implies an increase of the number of atoms in the trap: typical $\mathcal{C}$-field atom numbers for a given


Figure 4.2: Relationship between the ratio of the healing length $\xi=\hbar / \sqrt{2 m g n(0)}$ and the transverse width of the gas as a function of dimensionality. We use the top $x$-axis to additionally show the relationship between the chemical potential, from the protocol as defined by Eq. (4.1). Black points correspond to the specific values of $\Lambda$ we consider across this chapter with a blue dotted line to guide the eye.
ensemble range between $N_{\mathcal{C}} \sim 10^{3}$ for $\Lambda=1$ to $N_{\mathcal{C}} \sim 10^{6}$ for $\Lambda=50$. However, as we will see later, the central density remains of the same order in the whole range of $\Lambda$, decreasing by about $30 \%$ only and approaching the constant value $\mu / g$ for $T=0$ and large $\Lambda$. The results presented in the next sections are obtained by using the chemical potential of Eq. (4.1) with $\mu_{2 \mathrm{D}}=\left(4.64 \mu \mathrm{~m}^{-2}\right) \hbar^{2} / m$, which ensures that the density and the chemical potential for $\Lambda=1$ reduce to the experimental values of Ville et al [26]. We we will also discuss some results obtained with a chemical potential having a different dependence on $\Lambda$, in order to show that main qualitative features of the dimensional crossover remain unchanged. One such way to normalise results across dimensionalities would be to consider normalising the zero temperature second sound speed across the dimensional extremes. Thus, the goal is to find a proper way to realise the $2 \mathrm{D}-3 \mathrm{D}$ dimensional crossover in the hybrid trap by keeping this key property of the gas almost constant. For this purpose, let us start from the Gross-Pitaevskii equation, ignoring boundary effects in the horizontal
$x y$-plane. Then the order parameter only depends on the vertical coordinate $z$ and we can write

$$
\begin{equation*}
\Psi(z)=\sqrt{\frac{n_{2 \mathrm{D}}}{\ell_{z}}} f\left(z^{\prime}\right) \tag{4.2}
\end{equation*}
$$

where $f$ is a real function and

$$
\begin{gather*}
z^{\prime}=z / \ell_{z} \\
\int d z^{\prime} f^{2}\left(z^{\prime}\right)=1  \tag{4.3}\\
n_{2 \mathrm{D}}=\int d z n(z)=\frac{N}{L_{x} L_{y}} .
\end{gather*}
$$

Then the 3D GP equation reduces to the one-dimensional equation

$$
\begin{equation*}
\left(-\frac{1}{2} \frac{d^{2}}{d z^{\prime 2}}+\frac{1}{2} z^{\prime 2}+4 \pi a_{s} \ell_{z} n_{2 \mathrm{D}} f^{2}\left(z^{\prime}\right)\right) f\left(z^{\prime}\right)=\frac{\mu}{\hbar \omega_{z}} f\left(z^{\prime}\right) \tag{4.4}
\end{equation*}
$$

Now, in the 2D mean-field limit, when $a_{s} \ell_{z} n_{2 \mathrm{D}} \ll 1$, the solution of the GP equation approaches a Gaussian

$$
\begin{equation*}
f\left(z^{\prime}\right)=\frac{1}{\pi^{1 / 4}} e^{-z^{\prime 2} / 2} \tag{4.5}
\end{equation*}
$$

and we note that the central density of the gas, $n(0)$ is related to the effective 2 D density by

$$
\begin{equation*}
n(0)=\frac{n_{2 \mathrm{D}}}{\ell_{z}} f^{2}(0)=\frac{n_{2 \mathrm{D}}}{\sqrt{\pi} \ell_{z}}=\frac{N}{\sqrt{\pi} L_{x} L_{y} \ell_{z}} \tag{4.6}
\end{equation*}
$$

The sound speed can be obtained from the definition $m c^{2}=n_{2 \mathrm{D}} \partial \mu / \partial n_{2 \mathrm{D}}$ which gives

$$
\begin{equation*}
m c^{2}=g_{2 \mathrm{D}} n_{2 \mathrm{D}}=\sqrt{\frac{1}{2}} g_{3 \mathrm{D}} n(0) \tag{4.7}
\end{equation*}
$$

Conversely, in the Thomas-Fermi limit, when $a_{s} \ell_{z} n_{2 \mathrm{D}} \gg 1$, the solution of the GP equation approaches the Thomas-Fermi solution, where the density is given by

$$
\begin{equation*}
n(z)=n(0)\left(1-\frac{z^{2}}{R_{z}^{2}}\right) \tag{4.8}
\end{equation*}
$$

where $R_{z}$ is the Thomas-Fermi radius which obeys the condition $n(z)=n(0)\left(1-\frac{z^{2}}{R_{z}^{2}}\right)$ with

$$
\begin{equation*}
\mu=g_{3 \mathrm{D}} n(0)=\left(\frac{3 \pi \hbar^{2} \omega_{z} a_{s} n_{2 \mathrm{D}}}{\sqrt{2 m}}\right)^{2 / 3}=\left(\frac{3 \pi \hbar^{2} \omega_{z} a_{s} N}{\sqrt{2 m} L_{x} L_{y}}\right)^{2 / 3} \tag{4.9}
\end{equation*}
$$

The sound speed can again be obtained from the definition $m c^{2}=n_{2 \mathrm{D}} \partial \mu / \partial n_{2 \mathrm{D}}$ which in this instance gives

$$
\begin{equation*}
m c^{2}=\frac{2}{3} \mu=\frac{2}{3} g_{3 D} n(0) \tag{4.10}
\end{equation*}
$$
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In our SPGPE simulations, the quantity $\tilde{\mu}=g_{2 \mathrm{D}} n_{2 \mathrm{D}}=\left(4.64 \mu \mathrm{~m}^{-2}\right) \hbar^{2} / m$ is a constant. This implies that, in the 2D limit, we have

$$
\begin{equation*}
c=\sqrt{\frac{\tilde{\mu}}{m}}=\left(2.154 \mu \mathrm{~m}^{-1}\right) \hbar / m \tag{4.11}
\end{equation*}
$$

whilst in the 3D limit we have

$$
\begin{equation*}
c=\sqrt{\frac{2 \mu}{3 m}} . \tag{4.12}
\end{equation*}
$$

However, for large $\Lambda$, the zero-point energy becomes negligible and one can replace $\mu$ with $\tilde{\mu}$, thus obtaining

$$
\begin{equation*}
c=\sqrt{\frac{2}{3}} \sqrt{\frac{\tilde{\mu}}{m}}=\sqrt{\frac{2}{3}}\left(2.154 \mu \mathrm{~m}^{-1}\right) \hbar / m \tag{4.13}
\end{equation*}
$$

which is about $20 \%$ smaller than in the 2D limit. Now, the central density in the 2D limit is

$$
\begin{equation*}
n(0)=\frac{n_{2 \mathrm{D}}}{\sqrt{\pi} \ell_{z}}=\frac{\tilde{\mu}}{g_{2 \mathrm{D}} \sqrt{\pi} \ell_{z}}=\sqrt{2} \frac{\tilde{\mu}}{g_{3 \mathrm{D}}}, \tag{4.14}
\end{equation*}
$$

whereas in the 3D limit we have

$$
\begin{equation*}
n(0)=\frac{\tilde{\mu}}{g_{3 \mathrm{D}}}, \tag{4.15}
\end{equation*}
$$

which is a factor of $\sqrt{2}$ smaller. Thus in order to obtain almost the same speed of sound at zero temperature for any $\Lambda$ the input chemical potential $\tilde{\mu}$ should vary with $\Lambda$, instead of being a constant; in particular, it should grow from the reference value at $\Lambda=1$ to a value a factor of $3 / 2$ larger for $\Lambda=50$. For simplicity we use a linear interpolation between these two extremes such that

$$
\begin{equation*}
\mu=\left(1+\frac{\Lambda-1}{2(50-1)}\right) \mu_{2 \mathrm{D}}+\frac{\hbar \omega_{\mathrm{ref}}}{2 \Lambda} \tag{4.16}
\end{equation*}
$$

For most of the work in this section focusing on equilibrium properties, we adopt the former definition of the chemical potential specified by Eq. (4.1) for simplicity and will specify any instances of the latter protocol in this chapter. However, in Chapter 5 which discusses sound speed, we utilise the secondary protocol and adopt Eq. (4.16) globally across that chapter.

### 4.4 Limiting regimes

To understand the crossover behaviour, we first focus on the limiting regimes. That is, the characterisation of the thermal transition point in the well-documented 2D and 3D limits. In the limit of 2D, thermal fluctuations at any temperature are strong enough to preclude long-range coherence in the phase of the system. As such, spontaneous symmetry breaking cannot occur and the formation of a true condensate is not feasible, in accordance with the
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Mermin-Hohenberg-Wagner theorem [24, 25]. Specifically, this theorem precludes the existence of a condensate for a system with short range interactions at non-zero temperature for dimensions 2 or fewer. Nevertheless, the phenomenon of quasi-long-range order in lowdimensional atomic gases with repulsive interactions leads to a decrease in the first-order correlation function. As such, a topological phase transition can be induced below some critical temperature, $T_{\mathrm{BKT}}$. Formally, this is known as the Berezinskii-Kosterlitz-Thouless (BKT) superfluid phase transition, first introduced in the seminal works of Kosterlitz and Thouless [194]. This mechanism permits the onset of superfluidity in 2D Bose gases despite the preclusion of condensation in this limit. The BKT superfluid transition [193, 194] arises from the binding of vortex pairs and occurs at a critical temperature dependent on the superfluid density of the system. Conversely, in 3D, a phase transition occurs via the macroscopic occupation of the lowest energy level, or as we recognise it, the Bose-Einstein condensation [1, 2, 195]. The following subsections will explore these two limiting regimes for our trapping geometry in greater detail.

### 4.4.1 The BEC transition

In order to probe the transition, we must first elucidate the temperature at which a transition will occur for our given system. We begin by writing the number of atoms in the system as

$$
\begin{equation*}
N=N_{0}+\int_{0}^{\infty} d \epsilon g(\epsilon) f_{B E}(\epsilon) \tag{4.17}
\end{equation*}
$$

Then, as done for the derivation of the density of states in Eq. (A.36), we assume here that $k_{B} T$ is much larger than the level spacing, including the harmonic oscillator energy $\hbar \omega_{z}$. Then Eq. (A.32) becomes

$$
\begin{equation*}
N=N_{0}+\frac{m L_{x} L_{y}}{2 \pi \hbar^{3} \omega_{z}} \int_{0}^{\infty} d \tilde{E} \frac{\tilde{E}}{\exp \left[(\tilde{E}-\tilde{\mu}) / k_{B} T\right]-1} \tag{4.18}
\end{equation*}
$$

Let us define

$$
\begin{equation*}
t=\frac{\tilde{E}}{k_{B} T}, \quad z=e^{\tilde{\mu} / k_{B} T} \tag{4.19}
\end{equation*}
$$

so that

$$
\begin{equation*}
N-N_{0}=\frac{2 \pi L_{x} L_{y} \ell_{z}^{2}}{\lambda_{\mathrm{dB}}^{4}} \int_{0}^{\infty} d t \frac{t}{\frac{e^{t}}{z}-1} \tag{4.20}
\end{equation*}
$$

The integral is a standard Bose-Einstein integral of order 2. Using Eq. (1.31) we can then write

$$
\begin{equation*}
N-N_{0}=\frac{2 \pi L_{x} L_{y} \ell_{z}^{2}}{\lambda_{\mathrm{dB}}^{4}} \operatorname{Li}_{2}(z) \tag{4.21}
\end{equation*}
$$
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where

$$
\begin{equation*}
\operatorname{Li}_{2}(z)=-\int_{0}^{z} d t \frac{\ln (1-t)}{t} \tag{4.22}
\end{equation*}
$$

The occupation of the lowest state, $N_{0}$, becomes macroscopic (i.e, of order $N$ ) only when $\tilde{\mu}$ approaches 0 from below, which corresponds to $z=\exp \left(\tilde{\mu} / k_{B} T\right) \rightarrow 1$ under the assumption that the total number of particles can be accommodated in excited states. The value of $\operatorname{Li}_{2}(z)$ for $z=1$ is

$$
\begin{equation*}
\operatorname{Li}_{2}(1)=\pi^{2} / 6 \tag{4.23}
\end{equation*}
$$

and the relation between the total particle number and temperature at this critical point, where $N_{0}$ vanishes, becomes

$$
\begin{equation*}
N=\frac{\pi^{3} L_{x} L_{y} \ell_{z}^{2}}{3 \zeta \lambda_{\mathrm{dB}}^{4}} \tag{4.24}
\end{equation*}
$$

or

$$
\begin{equation*}
N=\frac{\pi L_{x} L_{y} m k_{B}^{2} T^{2}}{12 \omega_{z} \hbar^{3}} \tag{4.25}
\end{equation*}
$$

This can be used to define a critical temperature

$$
\begin{equation*}
T_{\mathrm{BEC}}=\sqrt{\frac{12 \hbar^{3} \omega_{z} N}{\pi k_{B}^{2} m L_{x} L_{y}}} \tag{4.26}
\end{equation*}
$$

for Bose-Einstein condensation for a given total number of atoms $N$. It is worth reiterating here that in a true 2 D system corresponding to the limit $\omega_{z} \rightarrow \infty$, the formation of a condensate is prohibited, corresponding to an infinite temperature transition. However, due to the phenomenon of transverse condensation as discussed in Section 1.1.3, it is possible to achieve a macroscopic occupation of the lowest modes and hence condensation even in a strongly confined quasi-2D system.

### 4.4.2 The BKT transition

The theory of Berezinskii, Kosterlitz and Thouless [194, 213] stipulates that a topologicallyinduced phase transition may occur in the 2D Bose gas, below some critical temperature. At high temperatures, above the transition, there is a proliferation of free vortices. This proliferation of free vortices prevents any phase rigidity from appearing in the system leading to a fluctuating phase and vanishingly small correlation lengths. As the temperature is lowered, these vortices instead become bound to vortex/antivortex pairs, bearing little influence on the coherence properties of the gas and allowing the phase to stabilise and become coherent over a larger correlation length. Let us first consider the energy associated with a vortex/antivortex pair; it can be shown [161, 214] that the kinetic energy of
a pair separated by a distance $l$ is given by the result

$$
\begin{equation*}
E_{\mathrm{kin}}^{2 V} \approx 2 \pi \frac{\hbar^{2} n}{m} \log \left(\frac{l}{\xi}\right) \tag{4.27}
\end{equation*}
$$

It is also fairly simple, upon the assumption of a step-like density profile at the vortex core, to derive the kinetic energy associated with a single vortex. This is given by the result

$$
\begin{equation*}
E_{\mathrm{kin}}^{V}=\pi \frac{\hbar^{2} n}{m} \log \left(\frac{R}{\xi}\right) \tag{4.28}
\end{equation*}
$$

for a circular system of size $R$. The difference here is startling, as although appearing similar in form, the kinetic energy for an isolated vortex diverges with the system size. In addition, an isolated central vortex causes the bulk density to change due to the change in area from $\pi R^{2}$ to $\pi\left(R^{2}-\xi^{2}\right)$ for the same number of particles. This causes a shift in the interaction energy from the quiescent state given by $\Delta E_{\mathrm{int}}^{V}=\pi \hbar^{2} n / 4 m$. In the same vein, it simply follows that this shift in the interaction strength of the dipole pair is just twice the shift for the isolated vortex. Now, it becomes possible to define the probability of a pair separated by distance $l$ from the relation

$$
\begin{equation*}
P_{2 V}(l)=e^{-\frac{2 \Delta E_{\mathrm{int}}^{V}+E_{\mathrm{kin}}^{2 V}(l)}{k_{B} T}} \approx z_{v}^{2}(\xi / l)^{\mathcal{D}_{s}} \tag{4.29}
\end{equation*}
$$

where we have introduced the vortex fugacity $z_{v}=\exp \left(-\Delta E_{\mathrm{int}}^{V} / k_{B} T\right)$ with the superfluid phase space density $\mathcal{D}_{s}$. The vortex fugacity can be approximated as $z_{v} \approx \exp \left(-\mathcal{D}_{s} / 4\right)$ for a step-like density profile within the vortex core. One can now define the average distance between a vortex pair as the quantity $\left\langle l^{2}\right\rangle$, which is reported by Kosterlitz and Thouless [194] to be the expression

$$
\begin{equation*}
\left\langle l^{2}\right\rangle=\xi^{2} \frac{\mathcal{D}_{s}-2}{\mathcal{D}_{s}-4} \tag{4.30}
\end{equation*}
$$

We now see the famous prediction of the universal superfluid jump and corresponding BKT phase transition. The relation is universal as it is, perhaps surprisingly, independent of the interaction strength. In fact, from Eq. (4.30), we can see that for $\mathcal{D}_{s}=4$ the mean separation diverges. Additionally, we can see that for $\mathcal{D}_{s}<4$, we are in the nondegenerate case and above the topologically induced phase transition. In this region, free vortices proliferate and preclude the emergence of a stiff phase and hence superfluidity is not possible. Whereas, for $\mathcal{D}_{s}>4$, we have a degenerate system where vortices are bound to pairs whose average separation decreases with increasing phase space density. This stabilisation in the phase from the topological ordering of dipole pairs enables superfluid behaviour below the transition. In order to further understand the nature of the transition, it becomes useful to find an expression in terms of the critical temperature at which it occurs.
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Previous works [47, 215] have developed a thermodynamic theory by determining the equation of state for an interacting planar 2D Bose gas, leading to the critical expression in the thermodynamic limit described by

$$
\begin{equation*}
\left.\frac{\mu_{2 \mathrm{D}}}{k_{\mathrm{B}} T}\right|_{\mathrm{BKT}} \approx \frac{m g_{2 \mathrm{D}}}{\pi \hbar^{2}} \ln \left(\frac{C_{\mu}}{\tilde{g}_{2 \mathrm{D}}}\right) \tag{4.31}
\end{equation*}
$$

where $\mu_{2 \mathrm{D}}$ is the effective chemical potential for the 2 D system, as in Eq. (4.1). The quantity $\tilde{g}_{2 \mathrm{D}}=\left(m / \hbar^{2}\right) g_{2 \mathrm{D}}=\sqrt{8 \pi} a_{s} / l_{\text {ref }}=0.16$ is a dimensionless interaction strength in the 2D limit chosen to once again match the value used by Ville et al [26]. Numerical quantum Monte Carlo simulations [216, 217] have recovered the value $C_{\mu}=13.2$ for the case of a weakly interacting Bose gas.


Figure 4.3: Vortex density as a function of temperature for the 2 D case $\Lambda=1$. Black line corresponds to average value with errorbars signifying one standard deviation. Additional red, blue and magenta points correspond to subplots (a), (b) and (c) at temperatures $T=80 \mathrm{nK}, 120 \mathrm{nK}, 200 \mathrm{nK}$ respectively. In each subplot we show a phase profile of a single stochastic trajectory along the central $z=0$ plane, superimposing the position of positive and negative vortices as red and blue circles respectively. A dotted green vertical line has been added to demarcate the analytic BKT temperature for $\Lambda=1$, as given by Eq. (4.31).

A measure of the degeneracy one may consider is the vortex density which can be
defined for our planar system in the $\Lambda=1$ case to be

$$
\begin{equation*}
n_{\mathrm{v}}=\frac{N_{\mathrm{v}}}{L_{x} L_{y}} \tag{4.32}
\end{equation*}
$$

where $N_{\mathrm{v}}$ is the number of vortices identified in the central $z=0$ plane. Across the BKT transition, we expect this value to saturate [161]. In fact, this is exactly the behaviour observed in Fig. 4.3. Although vortices may exist at temperatures below the BKT transition, they will eventually annihilate. Thus, we observe that there is a steep increase in the number of vortices close to the BKT transition temperature, in close agreement with previous work [28]. This can be seen by the phase profiles in which Fig. 4.3(a) contains few vortices, Fig. 4.3(b) contains a significant number of vortices and Fig. 4.3(c) displays a near-full saturation of vortices within the system. Vortex positions in these plots are detected with sub-resolution precision using an interpolating plaquette method which calculates the phase integral around each 4-point plaquette on a cartesian grid. We only apply this method on the central $z=0$ plane for the 2 D case $\Lambda=1$ where vortices are point-like.

### 4.5 Dimensional crossover

Having investigated the dimensional extremes, we now focus our attention towards the dimensional crossover. We first perform a survey, as shown in Table 4.1, of modern experimental trapping protocols that have defined themselves as investigating either the 2D or quasi-2D regime. Some of these experimental realisations use a trapping similar to the hybridised planar-harmonic trap we employ and others explore avenues such as full harmonic traps or even lattices. The large range of trapping strengths exhibited here indicate a clear need for a systematic analysis of the effects of dimensionality and temperature on the trapped dilute Bose gas. For the scope of our work, which considers $\Lambda \in[1,50]$, we expect a clear transition from 2D behaviour at $\Lambda=1$ where one would expect dynamics to be frozen along the transverse direction and a Thomas-Fermi transverse profile towards 3D behaviour with a Gaussian transverse profile at the 3D limit approximated here by $\Lambda=50$. This is precisely what we see in Fig. 4.4(a), where for $\Lambda \leq 5$, Gaussian profiles are indistinguishable from one another, as the gas is subject to very strong trapping and unable to occupy high transverse modes. At $\Lambda=10$ we see a minor deviation from this Gaussian profile as atoms are promoted into the transverse modes of the system and at $\Lambda=50$ we see a full Thomas-Fermi solution, as evidenced by the inset plot which agrees excellently with the Thomas-Fermi prediction.
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| Laboratory | $\boldsymbol{\omega}_{\boldsymbol{z}} / \mathbf{( 2 \pi )}$ | $\boldsymbol{\Lambda}$ | Refs. | Year |
| :---: | :---: | :---: | :---: | :---: |
| Cambridge $^{1}$ (UK) | $5500-4100$ | $0.84-1.12$ | $[207,218]$ | $2015-2021$ |
| Paris $^{2}$ (France) | $4594-350$ | $1-13.13$ | $[5,26,46,219]$ | $2010-2018$ |
| Chicago $^{3}$ (USA) | 1900 | 2.42 | $[220]$ | 2011 |
| Maryland $^{4}$ (USA) | 1000 | 4.59 | $[45]$ | 2009 |
| Seoul $^{5}$ (Korea) | 350 | 13.13 | $[221]$ | 2017 |
| Massachusetts $^{6}$ (USA) | 250 | 18.38 | $[222]$ | 2021 |
| Innsbruck $^{7}$ (Austria) | 133 | 34.54 | $[133]$ | 2021 |
| Queensland $^{8}$ (Australia) | 108 | 42.54 | $[223]$ | 2019 |
| Monash $^{9}$ (Australia) | 100 | 45.94 | $[224,225]$ | $2017-2019$ |
| Arizona $^{10}$ (USA) |  |  |  |  |

Table 4.1: Harmonic trapping frequencies $\omega_{z}$ and their associated dimensionality $\Lambda$ across experimental publications from different worldwide laboratories which claim to investigate 2D or quasi-2D behaviour sorted from most confined (2D) to least confined (3D). Here we see values as large as $\Lambda=45$ and as low as $\Lambda=0.84$ showcasing a wide interpretation of 2 D or quasi- 2 D in published works. (* Authors specify a highly-oblate system as opposed to quasi-2D)

### 4.5.1 Equilibrium statistics

Since we do not have access to an analytic critical temperature of the transition point for a gas in the hybridised trap we employ, we need to instead implement a set of suitable observables to indicate the transition numerically. To locate the critical region of the phase transition, we use a set of different relevant equilibrium quantities, in close analogy to earlier works [28, 69, 227-230]. The combination of such indicators is then used to determine the critical temperature across the crossover, without any bias on any particular quantity, as discussed in Section 4.5.2.
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Figure 4.4: (a) Transverse profile of the total density of the gas for varying dimensionality $\Lambda$ at a fixed temperature $T=50 \mathrm{nK}$ and a chemical potential prescribed by Eq. (4.1). The coordinate $z$ is normalised to the harmonic oscillator length $\ell_{\text {ref }}$. Note that the curves for $\Lambda=1,2,3$ are not visible, as they coincide with the one for $\Lambda=5$. (b) Zoomed-in profile for extreme case of $\Lambda=1$ where the expected Gaussian ground-state is plotted as a dashed black line. (c) Zoomed-in profile for extreme case of $\Lambda=50$ (right) where the expected Thomas-Fermi ground-state profile is plotted as a dashed black line.

At this juncture, it is worth remarking that the SPGPE is inherently a high-temperature theoretical framework, in the sense that the equilibration processes described by the SPGPE become inefficient when $T / T_{c}$ is significantly less than 1 . At such low temperatures, the criterion that the thermal reservoir contains many weakly populated thermal modes is not met [127] and large fluctuations in equilibrium statistics are expected. The order parameter introduced in Section 4.5 . 1 is particularly susceptible to such fluctuations (see Fig. 4.9) at low temperatures where the assumption of many macroscopically occupied coherent modes below the cutoff fails. We stress that the region of highest significance from a numerical standpoint is close to the critical region. Therefore the spurious values in equilibrium statistics at low-temperature are deemed negligible to our main results in this chapter.

## Penrose-Onsager diagonalisation

Firstly, to identify the existence of a condensate in the system, we use a standard procedure [127] based on extracting atom numbers, $N_{i}$, corresponding to the $i$-th mode through Penrose-Onsager diagonalisation [51] of the one-body density matrix $\rho\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=$ $\left\langle\Psi^{*}(\mathbf{r}) \otimes \Psi\left(\mathbf{r}^{\prime}\right)\right\rangle_{\mathcal{N}}$, where $\langle\ldots\rangle_{\mathcal{N}}$ denotes an averaging over $\mathcal{N}$ stochastic realisations. Eigenvalues extracted in this manner allow, for $i=0$, the reconstruction of the corresponding mode, $\psi_{0}(\mathbf{r})$, with the largest eigenvalue, which we henceforth identify as the condensate mode. In Fig. 4.5, we see clearly that for the $\Lambda=50$ system along the central plane, the condensate mode $\psi_{0}$ [Fig. $4.5(\mathrm{a})$ ] corresponds to the minimally excited ground state solution, whilst the subsequent modes $\psi_{1}$ [Fig. 4.5(b)], $\psi_{2}$ [Fig. 4.5(c)] and $\psi_{3}$ [Fig. 4.5(d)] correspond to the first excited modes along the planar directions. Beyond identifying dis-


Figure 4.5: Normalised density and phase of the lowest four system modes (a) $\psi_{0},(\mathrm{~b}) \psi_{1},(\mathrm{c}) \psi_{2}$ and (d) $\psi_{3}$ along the $z=0$ plane for the $\Lambda=50$ system at $T=200 \mathrm{nK}$ visualised concurrently by transparency and colour respectively. We highlight that each mode is normalised to its own individual maximum amplitude and that each mode has a distinct atom number that decreases with the mode index.
tinct modes and the condensate fraction $N_{0} / N$, we can also extract the ratio, $N_{1} / N_{0}$. This gives the ratio of atoms in the second lowest in respect to the lowest (condensate) mode. Here, one would expect an imminent crossing of the phase transition typically when there are half as many atoms in the second-lying mode as in the first.

## Quasi-condensation

The second indicator we utilise to locate a crossing is the quasi-condensate. Condensation refers to a state with stable coherent phase and a single macroscopically occupied mode, arising when both density and phase fluctuations are suppressed. While this is highly-relevant in 3D systems (below the regime of critical fluctuations), lower dimensional systems feature pronounced phase fluctuations even when density fluctuations are suppressed $[164,198,200]$, leading to a state of quasi-condensation, which spans multiple microscopically occupied modes [231, 232]. A quasi-condensate can be considered as a condensate with a fluctuating phase [229, 233]. One may numerically determine the number of atoms in the quasi-condensate via [47, 217]

$$
\begin{equation*}
N_{\mathrm{QC}}=\sqrt{\left.\left.\left.2\langle | A_{0}\right|^{2}\right\rangle_{\mathcal{N}}^{2}-\left.\langle | A_{0}\right|^{4}\right\rangle_{\mathcal{N}}}, \tag{4.33}
\end{equation*}
$$

where $A_{0}=\int d \mathbf{r} \psi_{0}^{*}(\mathbf{r}) \Psi(\mathbf{r})$. These two independent equilibrium measures reveal a deeper understanding on the character of condensation within the system. In addition, one may introduce a further measure of the difference between quasi-condensation and BoseEinstein condensation through the parameter

$$
\begin{equation*}
\zeta=\frac{N_{\mathrm{QC}}-N_{0}}{N_{\mathrm{QC}}} \tag{4.34}
\end{equation*}
$$

which should reveal a noticeable difference in behaviour in the 2D, where BEC is precluded, and 3D cases. This is exactly demonstrated in Fig. 4.6. Here we see a noticeable shift in behaviour across dimensionality. As dimensionality increases, we see a more gradual increase in $\zeta$ before a saturation at the crossing of the phase transition. For the analysis of the critical temperature, we omit the behaviour of the quantity $\zeta$, due to the relatively smooth behaviour of the quasi-condensate across the phase transition.

## Binder cumulant

An additional important quantity which is commonly used to characterise the critical region is the Binder cumulant [28, 69, 229, 230, 234-236], which is known to display critical behaviour across the phase transition, yielding - in the limit of infinitely large 3D boxes - a step-like behaviour from 1 (fully coherent system) to 2 (pure thermal state), with such transition being smoothed in finite systems, or due to the presence of harmonic confinement [28, 69, 229]. For the analysis and determination of the phase transition temperature we choose to employ the cumulant defined by

$$
\begin{equation*}
C_{B}=\frac{\left.\left.\langle | A_{0}\right|^{4}\right\rangle_{\mathcal{N}}}{\left.\left.\langle | A_{0}\right|^{2}\right\rangle_{\mathcal{N}}^{2}}, \tag{4.35}
\end{equation*}
$$
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Figure 4.6: Difference between the quasi-condensate number and condensate number as defined by Eq. (4.34) for each dimensionality we consider as indicated by the legend. Dotted lines are added as guides to the eye.
which considers the lowest condensate mode as opposed to the entire $\mathcal{C}$-field sometimes employed in the literature.

## Order parameter

Finally, we also use the order parameter defined by [28, 69, 230]

$$
\begin{equation*}
m=\frac{\langle | \int d \mathbf{r} \Psi(\mathbf{r})| \rangle_{\mathcal{N}}}{\sqrt{\left.\left.\left\langle\int d \mathbf{r}\right| \Psi(\mathbf{r})\right|^{2}\right\rangle_{\mathcal{N}}}} \tag{4.36}
\end{equation*}
$$

which acts as a further measure of the degree of the degeneracy of the system associated to the breaking of a $U(1)$ symmetry. The order parameter should stabilise given enough time for the system to settle into its equilibrium configuration. The order parameter offers a computationally simpler calculation than the condensate fraction, however lacks
robustness against fluctuations, especially at lower temperatures.

### 4.5.2 Determination of the phase transition via equilibrium statistic thresholding

We now proceed to extract the critical phase transition temperatures across dimensionality by tracking our equilibrium statistics as introduced in Section 4.5.1 across temperature. Localisation of the phase transition and the respective critical region is performed by numerical thresholding for each considered equilibrium parameter. We find both the minimum and maximum temperature at which any of our equilibrium statistics indicate a crossing from coherent to incoherent behaviour for a given dimensionality, we then average across the identified extrema to identify the critical phase transition point $T_{c}$. Then, accounting for the thermal resolution of our simulations, we combine the half-width of the numerically-extracted band (where present) with an additional independent uncertainty of $\pm 5 \mathrm{nK}$ to define the overall width of our critical region. We emulate previous works [69] and stipulate the crossing of a phase transition occurs once the condensate fraction falls below $5 \%$ and introduce the cutoff $\left(N_{0} / N\right)^{\text {cut }}=0.05$ to signpost a crossing of the critical region. At the phase transition point, occupation levels in the lowest and second-lowest mode should become comparable. Considering the ratio of the two lowest system modes $N_{1} / N_{0}$ [184], one would expect a transition when there are approximately half as many atoms in the second-lying mode as in the first. At this point, the thermal energy is large enough such that the occupation of the condensate mode is of the same order of other coherent modes, signalling an imminent phase transition. As such, we introduce a cutoff value $r^{\text {cut }}=0.5$ to indicate a crossing. The Binder cumulant, as previously defined in Eq. (4.35), is a well established parameter to signal the crossing of a phase transition [28, 230]. In the thermodynamic limit for a homogeneous system, the critical value is known to be $C_{B}^{\infty}=1.2430$ [237], whereas for trapped systems, where finite-size effects can manifest, this value is lower [228]. In this vein, we select a critical value of $C_{B}^{\text {cut }}=1.2$ to indicate a crossing of the critical region. Lastly, we consider the order parameter $m$ as defined in Eq. (4.36) normalised to its value at zero temperature $m_{0}$. For a zero temperature system $m / m_{0}=1$, falling to $m / m_{0} \sim 0$ across the transition [161, 230]. To capture the transition, we introduce a threshold value of $m^{\text {cut }}=0.25$. Using each of the aforementioned threshold values in combination, a systematic simultaneous crossing of the critical region is revealed for each of the equilibrium statistics chosen.

### 4.6 Phase transition temperature as a function of dimensionality

In this section we explore, in a systematic way, the effects of dimensionality on the trapped Bose gas in a planar potential under transverse harmonic confinement. We begin with the 2D $(\Lambda=1)$ and 3D $(\Lambda=50)$ dimensional extremes, before considering the dimensionality crossover region between them.

### 4.6.1 Localising the BKT transition

To characterise the 2 D phase transition in our numerics, we plot in Fig. 4.7 the relevant quantities discussed previously (namely $N_{0} / N, N_{1} / N_{0}, C_{B}$ and $\zeta$ ) for $\Lambda=1$ as a function of scaled temperature, $T / T_{\mathrm{BKT}}$. Here $T$ corresponds to the temperature of the thermal reservoir in contact with which the Bose gas has reached equilibrium, and $T_{\mathrm{BKT}}$ is defined in Eq. (4.31). Since the transition is not sharp in a finite size system [28, 229, 238] the determination of the actual transition temperature depends on the criterion and the indicator that is chosen to define it. The sharpest indicator is the Binder cumulant [Fig. 4.7(c)], which suggests that the critical temperature in the trapped gas is indeed very close to $T_{\mathrm{BKT}}$, i.e., the expected value in the thermodynamic limit. The occupation of the lowest states is smooth across the BKT transition [Fig. 4.7(a)-(b)], with the quasi-condensate density remaining significantly larger than the condensate fraction $N_{0} / N$ : the latter is evident by the fact that $\zeta$ remains finite and significantly nonzero for all $T<T_{\mathrm{BKT}}$. Overall, the results that we obtain here with a 3D SPGPE in a tight transverse confinement $(\Lambda=1)$ are fully consistent with the purely 2D SPGPE simulations of Comaron et al [28], where the relevant features of the transition were discussed in detail. This validates our 3D formulation of what is essentially 2D physics within the hybrid-basis approach we enact. Previous works have also used the average number of vortices at equilibrium as a signature of the BKT transition in the 2D gas (see, e.g. [28, 229]). From Fig. 4.3, we see that by employing a plaquette method to identify vortex cores across the central plane of our $\Lambda=1$ simulations, we indeed achieved, as expected, results which are in agreement with the purely 2D simulations of Comaron et al [28]. Specifically, in our 2D limit of $\Lambda=1$ we find qualitative agreement with these results, across all of our considered quantities. We thus use this study as a premise of our work as we extend across dimensionalities.

### 4.6.2 Localising the BEC transition

The corresponding 3D limit can be well probed by our largest choice of $\Lambda=50$, as can be seen by comparing such results with the predictions for BEC in 3D. In particular, using


Figure 4.7: Results for $\Lambda=1$ (2D limit). (a) Equilibrium condensate fraction $N_{0} / N$ as a function of rescaled temperature. (b) Equilibrium ratio of lowest modes $N_{1}$ and $N_{0}$ as a function of rescaled temperature. (c) Equilibrium Binder cumulant $C_{B}$ as calculated from the Penrose-Onsager condensate as a function of rescaled temperature. (d) Difference between quasi-condensate and condensate as identified by $\zeta$ as a function of rescaled temperature. In each plot, temperature has been rescaled to the BKT critical temperature as given by Eq. (4.31) for an infinite 2D system and marked as a vertical dashed line.
the density of states

$$
\begin{equation*}
g(\epsilon)=\frac{m L_{x} L_{y} \epsilon}{2 \pi \hbar^{3} \omega_{z}} \tag{4.37}
\end{equation*}
$$

with $\omega_{z}=\omega_{\text {ref }} / \Lambda$, one can calculate the temperature at which the condensate forms in an ideal gas in the same hybrid trap:

$$
\begin{equation*}
T_{\mathrm{BEC}}=\sqrt{\frac{12 \hbar^{3} \omega_{\mathrm{ref}} N}{\pi k_{B}^{2} m \Lambda L_{x} L_{y}}} . \tag{4.38}
\end{equation*}
$$

Due to interaction and finite-size effects, the actual transition temperature of a confined weakly interacting Bose gas is expected to be downwardly shifted [1, 2, 69, 169, 239], the shift depending on the type of confinement.

As in the 2D case, we calculate the Binder cumulant, the fractions $N_{0} / N$ and $N_{1} / N_{0}$, and the quasi-condensate density. For each equilibrium configuration at a temperature $T$
we calculate the total number of atoms, $N$, and we use it to estimate the ideal gas critical temperature $T_{\text {BEC }}$ from Eq. (4.38); then, all quantities are plotted as a function of the rescaled temperature $T / T_{\text {Bec }}$. The results are shown in Fig. 4.8. Compared to the 2D case, the equilibrium statistics exhibit a narrower critical region, with sharp transitions present in the ratio of dominant modes $N_{1} / N_{0}$ and the Binder cumulant. The condensate fraction $N_{0} / N$ vanishes at the transition and its temperature dependence is similar to the one predicted for an ideal gas in the same trap except for a downward shift [240]. The observed transition temperature is at about $0.9 T_{\text {BEC }}$.


Figure 4.8: Results for $\Lambda=50$ (3D limit). (a) Condensate fraction $N_{0} / N$, alongside the ideal gas law result (dashed magenta line). (b) Ratio of lowest modes $N_{1}$ and $N_{0}$. (c) Binder cumulant $C_{B}$. (d) Difference between quasi-condensate and condensate as identified by $\zeta$ as a function of rescaled temperature. In each plot, temperature has been rescaled to the ideal gas BEC transition temperature defined in Eq. (4.38) and marked as a vertical dashed line.

### 4.6.3 From 2D to 3D

By systematically evaluating the equilibrium statistics across dimensionality and temperature we can recover a global picture of the character of the phase transition as we vary dimensionality. This is exactly what we show in Fig. 4.9, where for visual clarity we present a subset of dimensionalities that capture the characteristic change across the
range of dimensionalities we consider.
To estimate the transition temperature $T_{c}$ we use, for each probed quantity, the relevant cutoff value marking the transition from coherent to incoherent regime as discussed in Section 4.5.2, with each cutoff value indicated by the horizontal dashed line in each panel of Fig. 4.9. Using these as our critical values, we identify a specific temperature at which the transition likely occurs, as the first value within the incoherent region which crosses the indicated threshold. Although in some cases such numerical temperature identification perfectly overlaps (within our temperature and numerical resolution) across all panels (see $\Lambda=15,30$ cases), in most cases the different probed quantities yield slightly different numerical values for the critical temperature. Such an effect is accommodated by adding to each plot a coloured vertical band indicating the uncertainty, as discussed in Section 4.5.2, across all probed markers for a given value of $\Lambda$. In Fig. 4.9, we plot only a subset of the dimensionalities we consider for visual clarity in distinguishing the critical temperature bands. However, to establish a global picture of the systematic crossing of the phase transition across dimensionality we perform this analysis across each considered dimensionality.

Having located systematic crossings of the equilibrium statistics for each dimensionality considered, the identification of the critical temperature is then accessible as a function of the dimensionality parameter $\Lambda$ as displayed in Fig. 4.10, with panels (a) and (b) based on two different numerically-generated datasets, differing in the way $\mu$ is changed when transitioning from 2D to 3D. Fig. 4.10(a) corresponds to results extracted from the data shown in Fig. 4.9, for which the chemical potential $\mu$ is defined according to Eq. (4.1) with $\mu_{2 \mathrm{D}}$ independent of $\Lambda$. Fig. 4.10(b) is based on a different protocol for our chemical potential choice, where we substitute the first term on the right-hand-side of Eq. (4.1) with a function of $\Lambda$ that linearly interpolates from its quoted 2 D value, $\mu_{2 \mathrm{D}}$ for $\Lambda=1$, towards its 3 D value $(3 / 2) \mu_{2 \mathrm{D}}$, assumed here to arise when $\Lambda=50$ as discussed in Section 4.3.

Figure 4.9 (following page): Dependence of equilibrium parameters characterising the degree of phase coherence of the system as a function of absolute temperature, plotted for different values of the dimensionality parameter $\Lambda$. (a) Equilibrium condensate fraction $N_{0} / N$. (b) Ratio of lowest modes $N_{1}$ and $N_{0}$. (c) Binder cumulant $C_{B}$. (d) Order parameter $m$ normalised to the zero temperature result $m_{0}$. The dashed horizontal line in each subplot corresponds to a cutoff value used to identify the transition for the respective equilibrium observable (with details of such choice discussed in Section 4.5.2). Each colour corresponds to a different value of dimensionality $\Lambda$ as indicated in legend. Solid vertical coloured lines in each subplot correspond to the first numerical point deemed to have crossed the phase transition for the respective quantity towards the incoherent regime, thus marking the identification of the critical temperature for each value of $\Lambda$ based on that physical quantity. Vertical coloured bands (where present) are identical throughout (a)-(d) and indicate the full range of numerically-identified critical temperature values across the different quantities plotted in (a)-(d). The midpoint of such band is subsequently chosen as our numerically identified critical temperature for each value of $\Lambda$.

(b)


(d)


This choice is designed to match the $T=0$ Bogoliubov sound speed across the dimensional extremes (see Section 23.1 in [2]). The corresponding ratios of $\mu / \hbar \omega_{z}$ differ across the two panels, as shown by the upper labels.


Figure 4.10: Numerically-extracted phase transition temperature $T_{c}$ (main plots), and central densities (insets) as a function of dimensionality parameter $\Lambda$, for two different protocols for our choice of chemical potential $\mu$ based on Eq. (4.1). Specifically, they correspond to (see text): (a) a constant $\mu_{2 \mathrm{D}}=\left(4.64 \mu \mathrm{~m}^{-2}\right) \hbar^{2} / m$ value, and (b) a value linearly interpolated between such $\mu_{2 \mathrm{D}}$ value, for $\Lambda=1$, and $(3 / 2) \mu_{2 \mathrm{D}}$, for our most 3 D case with $\Lambda=50$. In both cases, black filled points correspond to the mean extracted transition temperature as determined by the equilibrium statistics (Fig. 4.9), with dashed black lines as a guide to the eye. Error bars and shaded regions highlight the associated uncertainty, arising from a combination of the width of the bands in Fig. 4.9 and a systematic uncertainty of $\pm 5 \mathrm{nK}$ due to our limited resolution in probing distinct temperatures. The Hollow blue diamond marks the analytical $T_{\mathrm{BKT}}$ transition temperature at $\Lambda=1$, from Eq. (4.31). Red hollow points for $\mu / \hbar \omega_{z}>3$, with dotted red lines as a guide to the eye, indicate the analytical 3D ideal gas temperature, $T_{\mathrm{BEC}}$, in our chosen geometry, using the same total atom number $N$ in Eq. (4.38) as in the corresponding SPGPE simulation for the same $\Lambda$. We highlight that the characteristic shift in our results compared to the ideal gas critical temperature is expected due to interaction and finite-size effects [240]. Green points in (a) correspond to further simulations with two different values of $\mu$ at small $\Lambda$ aimed at demonstrating the limited sensitivity of the rapid initial growth of $T_{c}$ with $\Lambda$ on density. Insets: Total density at the centre of the trap; for each $\Lambda$, the point represent an average of the central density in a few SPGPE simulations for $T \sim T_{c}$, and the coloured bands indicate the corresponding numerical uncertainty.

In both cases the numerically identified critical temperature exhibits a very rapid increase with increasing value of $\Lambda$ between the expected limits. For small $\Lambda$ we recover the analytically-expected BKT transition temperature, given by Eq. (4.31) and marked by the leftmost hollow blue diamond. It is worth stressing that Eq. (4.31) is strictly applicable to the pure 2D gas; in our case, it can be safely used for a comparison with our $\Lambda=1$ results, but it should not be used as a relevant scale when extrapolating across
dimensionality. We observe a monotonic increase of $T_{\mathrm{c}}$ with $\Lambda$ as the system transitions to 3D, with the dominant increase in the critical temperature occurring for $\mu / \hbar \omega_{z} \lesssim 2$. As $\mu / \hbar \omega_{z}$ increases beyond that, the critical temperature dependence on $\Lambda$ rapidly mimics the one expected analytically for an ideal Bose gas in the 3D limit as given by Eq. (4.38) for the given atom number (strictly valid in the $\Lambda \rightarrow \infty$ limit): these are marked, for $\mu / \hbar \omega_{z}>3$, by the hollow red symbols in each subplot; note that the increase seen in panel (b) for large $\Lambda$ is a direct consequence of our chemical potential protocol, associated with a linearly increasing density/atom number with $\Lambda$. As expected, our numericallyextracted values are consistently lower than the analytical ideal gas ones, due to finite-size and interactions effects.

The insets plot the dependence of the central condensate density, averaged along the planar directions and evaluated at the phase transition $T_{c}$ for each given geometry, as a function of $\Lambda$, with the different observed behaviour arising from the different chemical potential protocols adopted. Although the densities exhibit up to $20 \%$ variation, it is important to highlight that the dominant dependence of $T_{\mathrm{c}}$ on $\Lambda$ for small values of $\Lambda$ is not a consequence of the changing density. To this aim, we have added two further ad hoc simulation points, spanning the density extrema in (a) and observe no noticeable change (within our uncertainties) to the numerically-extracted value for $T_{\mathrm{c}}$. We thus directly conclude that the observed changes to the location of the phase transition are a consequence of dimensionality.

In the SPGPE formalism, care must be taken to ensure macroscopic occupation of modes below the cutoff. Nevertheless, the precise value of the cutoff may be somewhat arbitrary, and one should indeed ensure slight variations in cutoff do not overshadow the determination of quantities being probed. To ensure this is the case, we have varied the cutoff by $\pm 10 \%$ for the specific case of $\Lambda=5$ (firmly within the dimensionality crossover region) and, repeating our same scheme for locating the phase transition, find an indiscernible shift in identified critical temperature, which falls within numerical uncertainties for the critical temperature determination, as laid out in Section 4.5.2. This specific value of $\Lambda=5$ lies within the region of largest variation in $T_{c}$ as later evidenced by Fig. 4.10 and hence this relationship should hold across all dimensionalities we consider.

### 4.7 Chapter conclusions

In this chapter, we have revealed that a marginally stronger harmonic trapping strength can lead to large differences in phase transition temperature when exploring BKT physics. This is an important consideration in view of the current experiments with quasi-2D configurations. It is also worth noticing that the range $\mu / \hbar \omega_{z}$ where $T_{c}$ ramps up toward the asymptotic 3D behaviour is the same where the healing length, $\xi$, becomes comparable to
the transverse size of the gas, $\ell_{z}$; in particular, for $\mu / \hbar \omega_{z}=2$ the healing length at $T=0$ is $\xi=\hbar / \sqrt{2 m g n(0)} \sim(1 / 2) \ell_{z}$. In terms of vortices, as mentioned earlier when commenting about Fig. 4.1, this implies a transition from point-like defects in a 2 D background to vortical filaments in a 3D superfluid. This is not surprising, but our simulations provide a quantitative and systematic description of the dimensional crossover in terms of equilibrium properties, going beyond the known qualitative picture. In addition, Fig. 4.10 also suggests an interpretation of the behaviour of $T_{c}$ in terms of BEC vs. BKT physics. In the large $\Lambda$ limit, if one cools down the Bose gas close to $T_{c}$, the quantum degeneracy manifests itself almost at the same temperature at which the lowest state becomes macroscopically occupied and the BEC soon forms together with the superfluid phase. Conversely, for small $\Lambda$, due to stronger effects of fluctuations, quantum degeneracy is associated to a quasi-condensation, where many modes have large occupation; one then needs to cool the gas further in order to allow the system to develop coherence and superfluidity as a result of vortex-pair binding. For gases with similar densities, as in our simulations, this implies a critical temperature lower in 2D than in 3D. This is also consistent with the results obtained by Delfino et al [203] for a weakly interacting Bose gas confined within a slab geometry (an anisotropic $L^{2} \times Z$ lattices with $Z \ll L$ governed by a Bose-Hubbard Hamiltonian), where $T_{\text {BKT }}$ was also found to depend on the slab thickness, approaching $T_{\mathrm{BEC}}$ from below in the 3D limit.

The final topic in this thesis will build upon the results of this chapter. With the phase transition across dimensionality successfully extracted, we are now able to build a systematic picture of how the sound speed might change in response to a dimensional crossover. In the 2 D limit, it was thought that the second sound, associated to collective excitations on top of the coherent modes of the system, would vanish at the phase transition [241]. However, recent articles have suggested a continuity of the second sound across the phase transition [26, 27] facilitated through a quasi-condensate. The following chapter will reformulate this problem in terms of a numerically extracted phase transition temperature, instead of the analytic predictions of BKT. In addition, through a variation of $\Lambda$, we will probe the effects of dimensionality on the character of the sound across temperature.

## Chapter 5

## Characterisation of sound speed in the weakly interacting Bose gas through the 2D-3D dimensionality crossover

In this chapter we again investigate the dimensional crossover of the trapped ultracold Bose gas; this time focusing on the dynamical response of the system to a small-amplitude perturbation. Such a perturbation will generate a phonon-like density wave propagating at the sound speed. We systematically probe the effects of a dimensional crossover on the propagation of sound within the same system as Chapter 4 . Here we use our numerically extracted phase transition temperature to explore the nature of sound close to the phase transition. The findings of this chapter are preliminary and our results are currently being written up to form a paper on the nature of sound through the phase transition dimensionality crossover from 2D-3D.

### 5.1 Propagation of sound in quantum fluids

One of the hallmarks of superfluidity in quantum systems is the second sound, as predicted by the two-fluid hydrodynamic theory of Landau [32, 242]. The second sound has been observed in both liquid helium experiments and atomic gases [32, 243-246]. Hydrodynamic two-fluid theory stipulates that a fluid below $T_{c}$ is comprised of both a normal part and a superfluid part, where the two are in thermodynamic equilibrium. The two sound speeds derived through this theory pertain to different variations of the total density and entropy per particle. That is, in homogeneous gases [247], the first sound is a pure density wave and the second sound is a pure entropy wave. Specific to the case of a weakly interacting
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Bose gas, the first and second sounds are essentially uncoupled oscillations of the thermal cloud and condensate respectively [248]. In fact, the second sound is the low-frequency continuation of the low-temperature Bogoliubov symmetry-breaking mode as discussed in Section 1.6. Above $T_{c}$, the normal fluid supports just the regular density wave oscillations, and hence the second sound is exactly a phenomenological manifestation of superfluidity.

### 5.2 Collisional regimes

Here we take the opportunity to briefly introduce the differences between a hydrodynamic and collisionless regime. Typically, one may consider a fluid to be in the collisional hydrodynamic regime if the mean rate between interactions of fluid particles $\Gamma_{\text {coll }}$ is much larger than the typical timescales of the fluid dynamics $\omega^{-1}$. Here $\omega$ is the frequency of the sound $c=k / \omega$, with wavevector $k$. Conversely, a fluid is said to be in the collisionless regime if instead the collisions between particles are much slower than the typical dynamical timescales of the fluid. It is worth clarifying that the term collisionless does not correspond to a lack of interactions, but rather simply that collisions are rare. Formally we can consider these individual regimes as

$$
\begin{array}{ll}
\Gamma_{\text {coll }} \gg \omega & \text { Hydrodynamic collisional }  \tag{5.1}\\
\Gamma_{\text {coll }} \ll \omega & \text { Collisionless } .
\end{array}
$$

In the 2D study conducted by Ville et al [26] at $\Lambda=1$ which serves as our baseline for the exploration of dimensionality, the authors report a collisional rate $\Gamma_{\text {coll }} \sim 1.6-3.4 \omega$, placing them in a crossover region between the hydrodynamic and collisionless regimes. This is important, as in the hydrodynamic picture, one expects Landau damping [249]. This form of damping is associated with the decay of low-lying collective excitations via scattering events upon thermal excitations at the same frequency. As temperature increases, the number of thermal excitations increases in tandem, leading to a decrease in measured quality factor for a perturbation at higher temperature. Therefore, agreement with the predictions of damping rate for an excitation across temperature provides strong evidence for the hydrodynamic regime in which an experiment is thought to reside.

### 5.3 Experimental works on the second sound as a function of temperature

In this section we review previous studies which specifically aim to measure the speed of sound in a trapped ultracold atomic Bose gas. We pay particular attention to the collisional regime reported in each, since the hydrodynamic picture of each experimental configuration largely determines the nature of sound speed across temperature.

### 5.3.1 Experiments in quasi-1D geometry

The experimental measurement of sound speed was an alluring topic shortly after the first experimental realisation of a BEC. It offers a fundamental viewpoint to study the effects of collective dynamics within a system and acts as a reliable tool to probe superfluid properties. In the field of weakly interacting Bose gases, the first measurement of sound was achieved by the group of Ketterle at MIT [250] and later explored by the group of van der Straten [251] at Utrecht University ${ }^{1}$ at finite temperature. In each experiment, they observe how, in a highly elongated 1D anharmonic trap, a density defect propagates spatiotemporally. Both measurements were in close agreement with the prediction of Bogoliubov theory for the phonon-speed. However, due to the anisotropic nature of the trapping potential, a large amount of effort was expended to account for the inhomogeneity of the generated sound wave. The experimental protocol of Meppelink et al [251] involved preparing the condensate in the presence of an optical repulsive dipole potential, positioned centrally within a strongly anisotropic 1D harmonic trap. Upon releasing this potential, an outwards travelling density wave is produced. The shape of this initial gaussian perturbation deforms during the propagation due to the dependence of the sound speed on density. This causes the centre of the dip to move slower than the outer edges, leading to an eventual shockwave when the density gradient between the centre and the edges is of the order $\xi^{-1}$. The authors argue that, taking this effect into account, they accurately measure the second sound to be systematically within $7 \%$ of the Bogoliubov sound speed for the given condensate density. In this experiment, the authors report a hydrodynamicity $\tilde{\Gamma} \leq 10$ in the axial direction and the authors find that the experimental data is best described by hydrodynamic Landau theory. However, due to large uncertainty in the measurement in the modest temperature range, it is difficult to conclude that they are truly in the collisional regime. This can be seen from the overlapping diamonds and squares within the experimental data in Fig. 5.1 corresponding to the predictions from Landau and collisionless ZNG theory respectively.

The ZNG theory is encapsulated in the broader literature of finite temperature nonequilibrium theory developed by the group of Zaremba, Nikuni and Griffin. Popularly referred to as the ZNG model [252-256], this theory stemmed from the work of Kirkpatrick and Dorfman [257] who extended two-fluid hydrodynamic theory to the dilute Bose gas. We highlight that studying the propagation of sound in this framework is beyond the scope of this thesis. This is predominantly due to the fact that the ZNG approach relies on the existence of a well-defined condensate, which is unsuitable in the framework of a quasi-2D theory due to the preclusion of condensation in the 2D limit at finite temperatures.
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Figure 5.1: [Reprinted figure with permission from [251] Copyright (2022) by the American Physical Society.] Measured phonon velocity as a function of the thermal density. Sound speed is normalised for each data point to both the second sound speed calculated from hydrodynamic Landau and Zaremba-Nikuni-Griffin theory, showing agreement with both.

### 5.3.2 Experiments in quasi-2D geometry

With the recent developments of box potentials for Bose gases [3, 4, 171], a new playground of experiments probing sound speed has opened up. The homogeneous background density in these configurations leads to a more careful extraction of the sound speeds and has been a topic of great interest. We now pay particular attention to a number of works in the 2D limit. The first, conducted by the Paris experimental group of Dalibard [26], entails the probing of sound speed in a two dimensional Bose gas. In this work, they report a second sound mode in both the superfluid and normal phases. Deep within the superfluid regime, the sound speed agrees well with the Bogoliubov prediction. With increasing temperature, they measure a decrease in the sound speed consistent with the predictions of two-fluid hydrodynamic theory where the damping of the sound mode increases with temperature, equivalent to Landau damping. Most interestingly, on crossing the BKT critical point, they measure a non-vanishing strongly damped density wave, suggesting a departure from hydrodynamic theory. As previously remarked in Section 5.2, the authors quote an estimated collision rate $\Gamma_{\text {coll }} \approx(1.6-3.4) \omega$, likely placing the experiment within the collisionless regime. The experiment consists of a rectangular box trap with an additional step-like potential spanning $1 / 4$ of the box length engineered to reduce density in this perturbed region to $1 / 3$ of the background density. The study of the propagation and subsequent damping of this perturbation reveals information about the second sound for the system. In Figure 5.2 we see a clear decrease in measured sound with increasing temperature, matching the prediction of hydrodynamic theory closely up until the critical
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Figure 5.2: [Reprinted figure with permission from [26] Copyright (2022) by the American Physical Society.] (a) Measured speed of sound $c$ normalised to Bogoliubov phonon speed. Vertical dashed line highlights the position of the BKT critical point. The solid line shows the result from Landau two-fluid hydrodynamic theory applied to the 2D Bose gas. Blue data points are experimental data with corresponding error bars showing statistical uncertainty of fitting procedures to extract the measured quantities. (b) Extracted quality factor $Q$ from experimental data shown through blue data points with errorbars indicating statistical uncertainty. Result for Landau damping is depicted as a solid line below the transition and a dashed line above the transition.
point. At this point, we deviate from the hydrodynamic theory and a non-vanishing sound speed is measured across the transition. The decreasing quality factor of sound mode is consistent with Landau damping. It appears then, that this experiment falls within the collisionless regime. Another experiment aiming to investigate the propagation of sound in quasi-2D boxes comes from the group of Hadzibabic in Cambridge [218]. Here, they measure both the first and second sound as a function of temperature and in addition observe the superfluid density jump inherent to the BKT transition. Interestingly, in this experimental study they report the expected discontinuity in second sound across the transition. In this paper, the reported dimensionless interaction strength is $\tilde{g}=0.64$ and measured density $n \approx 3 \mu m^{-2}$. As such they report an elastic collision rate which is sufficient for collisional hydrodynamic behaviour, with a reported collisional rate of $\Gamma_{\text {coll }} \approx 4 \omega$. In this experiment, the longest-wavelength sound mode $k=\pi / L y$ is induced through sinusoidal oscillation of the trap. Through measuring the absorptive response on either side of the transition as shown in Fig. 5.3a, it is clear that there is a vanishing peak associated to the second sound. This is exemplified further on the comparison with the dynamical structure factor in Fig. 5.3b. In this Figure, we see the strong peak at $\omega=0$ correspondent with the diffusive mode above $T_{c}$. The included inset, which considers the fitted contributions to the dynamical structure factor with the first sound contributions omitted reveals the clear and distinct peaks corresponding to the vanishing second sound across the phase transition. In the same work, the authors provide the first measurement of a superfluid density within an atomic 2D Bose gas. As such, they were able to measure the superfluid density


Figure 5.3: [Reprinted by permission from Nature: [218], Copyright (2022)] (a) Normalised response spectra both below (top) and above (bottom) the phase transition plotted against frequency normalised by the Bogoliubov frequency $\omega_{B}$. Depicts two resonances corresponding to the first (dotted) and second (dashed) sound for each case. (b) Dynamical structure factors. Here, we see a clear peak for the diffusive mode at $\omega=0$ which is distinct from the second sound mode below the transition. Inset displays fitted contributions to the dynamical structure factor with the first-sound contributions removed for clarity.
as a function of temperature to reveal the superfluid density jump as predicted by Landau two-fluid hydrodynamics. This measurement strengthens the finding that this experiment is truly within the collisionless hydrodynamic regime and thus meets the predictions of the corresponding hydrodynamic theory as we have seen.

### 5.4 Excitation protocol

To emulate the previous experimental forays into the analysis of the second sound of a Bose gas, we choose to excite our system with a low amplitude perturbation to selectively excite the lowest accessible mode. We reformulate our previous potential given by Eq. (3.19) with the addition of a sinusoidal perturbation and a modified in-plane confinement. As such we write

$$
\begin{equation*}
V(\mathbf{r}, t)=V_{\mathrm{box}}(x, y)+\frac{1}{2} m\left(\frac{\omega_{\mathrm{ref}}}{\Lambda}\right)^{2} z^{2}+V_{\mathrm{pert}}(x) \tag{5.2}
\end{equation*}
$$

where the perturbation we add to the system is designed to excite the lowest-frequency standing wave we can fit within our system and takes the form

$$
\begin{equation*}
V_{\text {pert }}(x, t)=0.05 \mu \sin \left(\frac{2 \pi x}{L_{x}}\right) . \tag{5.3}
\end{equation*}
$$

Our value of excitation amplitude is half as strong as that employed in a previous analysis of the 2 D reference system [161] in which it was found that the amplitude is sufficiently
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 the $2 D-3 D$ dimensionality crossoverweak enough to minimise coupling to other modes of the system. Whereas the previous study performed calculations in a periodic box, where Fourier transforms can plague dynamics with spurious behaviour, we work in the embedded box in order to minimise coupling outside of the system domain. Moreover, in experimental trapping geometries, in-planar trapping is provided by a DMD which does not have infinitely sharp walls. To emulate this behaviour, we make a modification to the in-plane confinement by introducing a $\tanh ^{2}$-ramp at the edges of the planar box to replace the previous hard-wall confinement. In this case, the confinement of the planar box more accurately portrays the DMD confinement typically used in 2D experiments and minimises numerical anomalies in the reflection of sound waves at the boundaries. The modified boundary can be evaluated by

$$
\begin{equation*}
\Xi=30 \mu\left(\min \left\{1,4-\tanh ^{2}\left(\frac{x \pm\left(L_{x}+\frac{w}{2}\right)}{w}\right)-\tanh ^{2}\left(\frac{y \pm\left(L_{y}+\frac{w}{2}\right)}{w}\right)\right\}\right) \tag{5.4}
\end{equation*}
$$

such that

$$
V_{\mathrm{box}}(x, y)= \begin{cases}\Xi, & -\frac{L_{x}}{2} \leq x \leq \frac{L_{x}}{2},-\frac{L_{y}}{2} \leq y \leq \frac{L_{y}}{2}  \tag{5.5}\\ 30 \mu, & \text { otherwise }\end{cases}
$$

where $w$ is a width parameter and is chosen to be $0.2 \mu \mathrm{~m}$ to minimally affect atom number but provide a significant ramping of the density at the boundary. The full potential of Eq. (5.2) at the $z=0$ plane is depicted in Fig. 5.4. Notice that the amplitude of the excitation is barely visible in comparison to the hard-wall potential boundary and the excitation excites a standing sine wave in the range of the embedded box $\left(L_{x}, L_{y}\right)$ as opposed to the auxiliary box in which it is embedded of size $\left(\mathcal{L}_{x}, \mathcal{L}_{y}\right)$.

In order to prepare equilibrated realisations in the presence of the perturbation, we take each of the $\mathcal{C}$-field wavefunctions of the previous chapter and evolve for another $25 \tau_{\gamma}$ to rethermalise in the presence of the sinusoidal perturbation. This procedure is explained in greater detail in Appendix A. It is clear, that for systems with lower dimensionality and thus a lower chemical potential, the effect of the excitation is amplified, due to the nature of the chemical potential across dimensionality as provided by Eq. (4.16).

### 5.5 Dynamical evolution

Once equilibrium has been reached in the presence of the modified potential, we are now free to explore the dynamical properties of the given system. Whilst equilibration takes place under SPGPE theory we, akin to other works [27, 166, 186, 191, 258], evolve the $\mathcal{C}$ field in the absence of dissipation and noise by setting $\gamma=0$. This decoupling to the $\mathcal{I}$-field allows a conservation in atomic density, which might otherwise exhibit large fluctuations. Therefore we propagate the state forward with just a projected Gross-Pitaevskii equation
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Figure 5.4: For the trapping specified by Eq. (5.2) we plot (a) the central points along the $x$-axis in black. In red we also plot the sinusoidal perturbation $V_{\text {pert }}$. In (b) we plot the shape of the trapping potential along along the $z=0$ plane. In (c) we display the trapping profile along the $y$ direction. Each subplot is normalised to the chemical potential $\mu$.
when considering dynamics. By an instantaneous removal of the sinusoidal perturbation we produce a standing wave along the $x$-direction. Monitoring the speed and damping of the resultant density wave across both dimensionality and temperature, we may elucidate the character of the second sound through the phase transition dimensionality crossover. The density profile of the system oscillates in time, due to the singular mode excited. This can be seen clearly for each value of dimensionality, for which a subset is shown as a carpet plot for choice values of $\Lambda$ in Fig. 5.5. We also note here, that since we only consider the evolution of the $\mathcal{C}$-field, it is not possible to extract the first sound speed due to the projection operator casting out the dynamics of the thermal modes. From the evolution of the density along the excited $x$ direction, we extract the amplitude of the first mode using a Fourier analysis and normalise by the maximum ( $t=0$ ) value $A_{0}$ to generate $\hat{A}=A / A_{0}$. Typical dynamical evolutions of this quantity are demonstrated for a range of dimensionalities at various temperatures in Fig. 5.6. From the shape of the curves
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Figure 5.5: Density profiles along the $x$-direction as a function of time. The density is differenced with and normalised to the ensemble-averaged equilibrium solution $n_{x}^{\text {eq }}$ for the cases of (a) $\Lambda=1$, (b) $\Lambda=10$, (c) $\Lambda=25$, (d) $\Lambda=50$ at temperatures corresponding to $T / T_{c}=0.4, T / T_{c}=0.4$, $T / T_{c}=0.41, T / T_{c}=0.41$ of their numerically identified transition temperature respectively.
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Figure 5.6: For the same values of $\Lambda$ as in Fig. 5.5, we plot the dynamical evolution of the amplitude of the normalised first Fourier mode $\hat{A}$ for three selected equivalent temperatures. In row (a) we plot, for $\Lambda=1$, the response at temperatures (i) $T / T_{c}=0.4$, (ii) $T / T_{c}=0.64$, (iii) $T / T_{c}=0.88$. In row (b) we plot, for $\Lambda=10$, the response at temperatures (i) $T / T_{c}=0.4$, (ii) $T / T_{c}=0.6$, (iii) $T / T_{c}=0.92$. In row (c) we plot, for $\Lambda=25$, the response at temperatures (i) $T / T_{c}=0.41$, (ii) $T / T_{c}=0.61$, (iii) $T / T_{c}=0.92$. In row (d) we plot, for $\Lambda=50$, the response at temperatures (i) $T / T_{c}=0.41$, (ii) $T / T_{c}=0.61$, (iii) $T / T_{c}=0.87$. In each plot, the temperature is normalised by the critical temperatures for the given $\Lambda$ as extracted and presented in Fig. 4.10(b).
produced, it becomes convenient to introduce the fitting function of a damped harmonic oscillator via

$$
\begin{equation*}
\mathcal{F}_{\mathrm{DHO}}=e^{-t / \tau}\left(\cos (\omega t)+\frac{1}{\omega \tau} \sin (\omega t)\right) \tag{5.6}
\end{equation*}
$$

to track the lifetime of the excitation on the density profile. This fitting function was also used in the previous analysis of standing wave oscillations in the trapping-configuration of Ville et al [26, 27] and so our analysis is consistent with their methodology. In this expression, we have the decay and oscillation frequency of the standing wave, symbolised by $\tau$ and $\omega / 2 \pi$ respectively. The damping rate can thus simply be defined as $1 / \tau$ and the quality factor follows as

$$
\begin{equation*}
Q=\omega \tau \tag{5.7}
\end{equation*}
$$

This quantity expresses the energy loss in a single cycle of the harmonic oscillator, relative to the total energy within the system. From the frequency, it becomes possible to extract the second sound speed via

$$
\begin{equation*}
c=\frac{L_{x} \omega}{\pi}, \tag{5.8}
\end{equation*}
$$

which we will subsequently normalise by the Bogoliubov sound speed $c_{B}$ extracted from zero-temperature PGPE simulations.

These zero temperature PGPE simulations are performed with the same parameters as previously specified in Chapter 4 for each considered $\Lambda$. The relationship between dimensionality and Bogoliubov sound speed for these simulations is presented by Fig. 5.7 in blue. In addition, we plot the result corresponding to the analytic formula of Eq. (1.115) in red. Here we see a reasonably stable Bogoliubov sound through the dimensionality crossover for both definitions. Improvement could be gained in future work through a more careful interpolation than the linear one we implemented with Eq. (4.16).

At low temperatures, where the macroscopic occupation of all modes below the cutoff fails in the SPGPE theory, we omit ensembles where an undesirable coupling to transverse modes is detected. In our analysis, we restrict the extraction of fitting parameters to cases where $Q>1$. In cases where $Q<1$, we consider the sound to be overdamped and thus the calculation of a sound speed is no longer feasible. The falloff in excitation amplitude for the case of $\Lambda=1$ is visible in Fig. 5.8 where we plot the evolution of $\hat{A}$ for each temperature where a valid quality factor is measured. Here we see a pronounced increase in the damping as the phase transition is approached from below, leading to an immeasurable sound speed very close to the critical point.

### 5.6 Effects of dimensionality on the second sound speed

Our systematic analysis of the effects of dimensionality on the second sound begins by checking our method against one in the pure 2D formalism. We remark here, that since we achieve comparable atomic densities and the same interaction strength across dimensionality, we expect to remain within the same hydrodynamic regime. In our quasi-2D

## Chapter 5. Characterisation of sound speed in the weakly interacting Bose gas through

 the 2D-3D dimensionality crossover

Figure 5.7: Bogoliubov sound speed $c_{B}$ as a function of dimensionality, calculated for two different methodologies. In blue we plot the values used in our work, corresponding to zero-temperature PGPE simulations with the same parameters. In red we plot the analytical result of Eq. (1.115) from total central densities of our simulations at $T=10 \mathrm{nK}$.
system, we can estimate the hydrodynamic parameter [259] with

$$
\begin{equation*}
\Gamma_{\mathrm{coll}} \simeq \sqrt{\frac{1}{n_{2 \mathrm{D}} \tilde{g}_{2 \mathrm{D}}^{3}}} \frac{2 \pi}{L_{x}} \approx 0.48 \tag{5.9}
\end{equation*}
$$

With this value, it is most probable that our work takes place within the collisionless regime. In Fig. 5.9, we compare our measurement of second sound in the 2D limit ( $\Lambda=1$ ) with previous works $[27,161]$ and see a close agreement. Our data, shown in blue, reports a sound speed approximately $10 \%$ smaller across temperature than that reported by Ota et al [27], shown in red. Here the simulations used to extract the sound speed vary somewhat, in that a single standing wave is excited within a fully periodic box. In green, we plot the the data from Larcher [161]. Here a step-like potential barrier as previously described in Section 5.3.2 is used to excite the lowest system modes within a computationally embedded box, like ours. In this case we report a much closer agreement with the measured sound. This qualitative agreement with both sets of results is promising and suggests that our full 3D formalism correctly reduces to the 2D theory in low dimensionality. Additionally, we also report a close agreement with the result of Landau theory for the hydrodynamic second sound [241, 260] below the phase transition as plotted in black. Most importantly


Figure 5.8: Oscillation of the normalised amplitude $\hat{A}$ as defined in the text of Section 5.5 for $\Lambda=1$. Extracted points are plotted in blue for each value of temperature where the quality factor $Q>1$. The dashed black line for each subplot indicates the fit provided by Eq. (5.6). The measured sound speed, quality factor and normalised temperature are overlayed with text for each individual subplot.
however, we report a continuity in the second sound across the analytically defined BKT phase transition. as was previously unexpected in the hydrodynamic regime [241, 261]. This continuation was previously attributed to the presence of a quasi-condensate across the phase transition [26].

In the 3D limit $(\Lambda=50)$, we expect for the sound speed to disappear across the transition. Therefore, one might expect an interesting behaviour in the nature of sound at the phase transition in the dimensionality crossover. To verify this hypothesis, we perform our dynamical procedure as in Section 5.5 for each value of dimensionality and temperature employed. In doing so, we are able to recover a global parameter-space relationship between the sound speed across the phase transition and the system dimensionality. Differently from Fig. 5.9, we henceforth normalise temperature to the numerically extracted phase transition temperature as reported in Fig. 4.10(b). In Fig. 5.10 we plot the behaviour of the sound across temperature for each considered dimensionality. Here we observe, for values of dimensionality $\Lambda>1$, a universality in the measured second sound speed as


Figure 5.9: Sound speed normalised to the Bogoliubov sound speed is plotted in red, blue and green as a function of Temperature. In each case, temperature is normalised to the analytical BKT phase transition temperature $T_{\mathrm{BKT}}$ as identified by Eq. (4.30). In green we plot the 2D results reported in [161] which closely emulates the experiment of Ville et al [26]. In red we plot the results published in [27], which use a more careful excitation protocol exciting the lowest modes through a sinusoidal perturbation with errorbars to represent statistical uncertainty. In black we plot the expected hydrodynamic result from [241]. In blue we plot our results as extracted from the fitting function specified by Eq. (5.6) with vertical errorbars to reflect the $95 \%$ confidence interval; they are globally of the same order as the marker size.
a function of temperature between the ranges $0.4 T_{c} \lesssim T \lesssim 0.9 T_{c}$. Below this temperature, there are spurious results as one would expect when applying the high-temperature SPGPE theory to low temperatures. We reiterate that specific low-temperature ensembles have been removed where a coupling to transverse modes was manually detected. For low values of $\Lambda$, larger sound speeds are reported close to the phase transition before a loss of measurable sound due to overdamping across the phase transition. Most strikingly, whereas Ville et al [26] measured a continuity across the phase transition, we report no such behaviour. We surmise that this is due to the overdamped nature of the system beyond the phase transition temperature $\left(T_{c}\right)$ which was identified by our systematic analysis in Chapter 4 as opposed to the analytic BKT result ( $T_{\mathrm{BKT}}$ ) of Eq. 4.30. As dimensionality increases, we see an overall decrease in the sound speed close to the transition and
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again no evidence of continuity in the second sound at any $\Lambda$ through the dimensionality crossover. Moreover, we also report a distinct characteristic uptick in the second sound, clearly visible in the inset plot of Fig. 5.10, just before the transition. To our knowledge, this uptick remains unreported in the literature and highlights an interesting avenue of inquiry for future work.


Figure 5.10: Sound speed normalised by the zero temperature Bogoliubov sound speed for each considered dimensionality as a function of temperature. In this case, temperature has been normalised to the numerically extracted phase transition temperature $T_{c}$. Vertical errorbars correspond to $95 \%$ confidence intervals in the fitting function specified by Eq. 5.6. Horizontal errorbars correspond to the uncertainty in numerically extracted value of transition temperature $T_{c}$ as previously extracted and plotted in Fig. 4.10. Inset plots the same data zoomed-in at the phase transition in order to aid visibility.

As well as considering the second sound speed, we are able to track the level of damping in the system, as provided by the fitting parameter $\tau$. The response of damping rate
to changes in dimensionality and temperature is reported in Fig. 5.11. For low dimensionalities, we see a continuous and monotonic increase in the damping rate as we cross the phase transition. As dimensionality increases, we see a sharper crossover into high damping across the phase transition.


Figure 5.11: Damping rate $1 / \tau$ for each considered dimensionality across temperature. Vertical errorbars correspond to $95 \%$ confidence intervals in the fitting function specified by Eq. 5.6. Horizontal errorbars correspond to the uncertainty in numerically extracted value of transition temperature $T_{c}$ as previously extracted and plotted in Fig. 4.10.

Lastly, we consider the quality factor $Q$ for each of the fits we have considered and plot this quantity in Fig. 5.12. The quality factor in each case of dimensionality decays as a function of temperature, with a simultaneous collapse to order unity as the phase transition is crossed. Lower values of dimensionality systematically have lower qualities, and larger values systematically have higher qualities. Our analysis reveals that a measurement of sound across the phase transition is infeasible due to the simultaneous sharp increase in damping rate and fall in sound speed giving rise to a quality factor below unity. This is in stark contrast to previous works, where a continuity in the sound across the BKT phase transition was reported [26,27]. It is our tentative view, that in this case, the analytical BKT phase transition temperature used, as given by Eq. (4.30), is systematically lower than the true phase transition temperature $T_{c}$ for the given systems,
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Figure 5.12: Quality factor for each considered dimensionality across temperature. Vertical errorbars correspond to $95 \%$ confidence intervals in the fitting function specified by Eq. 5.6. Horizontal errorbars correspond to the uncertainty in numerically extracted value of transition temperature $T_{c}$ as previously extracted and plotted in Fig. 4.10.
leading to a misrepresentation of the crossing of the phase transition. This subtle shift in the transition temperature gives the impression of sound propagating across the phase transition, whereas in our analysis using $T_{c}$ we observe a transition to overdamped behaviour exactly at the phase transition, leading to an immeasurable sound. This shows that, even in heavily dimensionally suppressed systems, the effects of dimensionality need to be carefully taken into account when interrogating systems across or close to the phase transition.

### 5.7 Chapter conclusions

In this chapter we have investigated the effects of dimensionality on the behaviour of the second sound through the phase transition. Our low-dimensional results are comparable with those in a purely 2 D system $[26,27]$ when we normalise via the analytic BKT temperature. However, if instead we normalise to the numerically-extracted phase transition temperature identified in Chapter 4, we report no propagation of sound across the tran-
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 the $2 D-3 D$ dimensionality crossoversition. In fact, we tentatively suggest that the analytic BKT formula used in previous works provides a systematic underestimate of the true phase transition temperature. This underestimate could lead to the mischaracterisation of sound close to the phase transition and perhaps an unfounded identification of a continuous sound across it. With increasing dimensionality we see a sound speed that is lower at the phase transition. In addition, we report a slight uptick in the normalised second sound just prior to the transition which is accentuated in, but not limited to, lower dimensionalities. This may indicate some interesting physics occurring close to the phase transition that have been previously unexplored. Moreover, the damping rate of the Bose gas in the hybridised trapping we employ displays a clear transition in behaviour as dimensionality increases, suggesting a fundamental change in the mechanism of energy dissipation as we move between the dimensional extremes. We also report a clear global increase in the measured quality factor across dimensionality, where for each measured dimensionality the quality falls to unity at the phase transition. Our work motivates further experimental forays into the nature of the second sound for quasi-2D systems, with the caveat of careful consideration on the effects of dimensionality.

## Thesis conclusions and further work

## General conclusions

We take this opportunity to compound the insights gathered from the work carried out within this thesis. At a glance, we investigated the zero temperature Bose gas in confined rough geometries. Here we found vortex reconnections were vital and inherently necessary in the formation of the vortex lattice in the spin-up from a quiescent state. We then studied the effects of dimensionality on the phase transition of a trapped Bose gas and found a monotonic increase in transition temperature with a decrease in trapping frequency. Lastly we investigated the effects of dimensionality on the sound propagation of a trapped Bose gas. We measured no discontinuity in second sound across the phase transition for any dimensionality we consider and instead a transition to overdamping occurring at the phase transition.

## Conclusions

In Chapter 1 we visited the theory of the Bose gas in different geometries and the phenomenon of Bose-Einstein condensation. We explored the effects of dimensionality and the more specific case of a rectangular box with transverse confinement. We then considered the effect of atomic interactions which gave rise to the Gross-Pitaevskii equation before focusing our investigation onto the rectangular box under transverse confinement with the interactions considered. We went on to introduce the concept of quasi-condensation and the response of the system under a weak perturbation. We then briefly visited Bogoliubov theory and sound propagation as it relates to superfluid systems.

With the Gross-Pitaevskii theory introduced, Chapter 2 focuses this tool on the specific case of vortices inside a rough walled bucket potential. Here, we investigated the often overlooked effects of a rough-walled potential in the spin-up of a quiescent system. Despite the differences in scale between helium experiments and the system we consider,
the relative lengthscales between system and vortex core are comparable. As such, we investigated the effects of roughness on the bucket surface and found that this roughness acts as a catalyst to bring vorticity into the system, acting to increase superfluid velocity in localised pockets which give rise to the formation of vortex structures. These vortices then grow in size, reconnecting with one another in a turbulent boundary layer before diffusing into the bulk and ordering themselves into a vortex lattice structure. We considered the effects of a localised protuberance and found that such a protuberance acts to localise the generated vorticity in the initial spin-up, whilst ultimately bearing little effect on the final lattice configuration. We considered the effects of a centralised remnant vortex present in the initial state. For the case of a vortex possessing the polarity of the same circulation as those generated by the rotation direction, there is little-to-no effect. However for the case of a negative vortex, we measured an injection of extra vorticity in the system as the superfluid velocity imposed by the central vortex acts to generate a bigger difference in relative flow speed at the boundary. These extra vortices emerge into the bulk and subsequently reconnect subsume the central vortex, dissolving it into vortex rings which are then lost. The resultant vortex lattice state is one with a slightly larger number of final vortices, an important consideration that could potentially be experimentally observed or exploited. Lastly, we performed simulations on a larger grid in 2D where we observed a faster timescale for crystallisation of the vortex lattice structure as well as an interesting case of a Jones-Roberts soliton transforming into a vortex dipole pair. The findings of this chapter have been published to Physical Review B [53].

In Chapter 3, we switch focus to consider the effects of finite temperature on a confined Bose gas. We began by introducing the SPGPE theory, a $\mathcal{C}$-field theory that accounts for a thermal system in constant equilibrium with a surrounding thermal bath. We then discuss how in practice, the simple growth SPGPE provides a simpler numerical implementation and therefore motivate the reasons for choosing this theory. We go on to discuss the role of the projection operator and the care that must be taken in choosing a cutoff value within this theoretical framework. We then introduced the specific trapping geometry employed in later sections of the thesis. We chose a trapping geometry that reduces to the experimental configuration of Ville et al [26] in the 2D limit, but allows one to modify the dimensionality towards 3D through a variation in the transverse harmonic trapping strength. We later discuss subtleties of the SPGPE and the parameter choices we make for our numerical investigation. In SPGPE theory, care must be taken to include the contribution to the atomic density from atoms that have been cast out by the projection operator, we spent some time deriving expressions for the incoherent atomic density in the trapping employed.

In Chapter 4, we applied the theoretical tools introduced in the previous chapter to perform a systematic analysis of the effects of dimensionality for the trapped Bose gas.

We began this chapter by discussing the choice in chemical potential such that across dimensionalities we can normalise either the atomic density or the Bogoliubov sound speed. We then focused on the dimensional extremes of 2D and 3D, where one expects the BKT and BEC phase transitions respectively. Here we found close agreement in phase transition temperature with the analytic expressions, motivating further analysis in the dimensional crossover. In the crossover, we instead introduce select equilibrium statistics utilised to locate the phase transition in a systematic way across dimensionality. When applied to the crossover we detected that a small difference in the harmonic trapping strength leads to vast differences in the specific phase transition temperature, especially when close to the 2D limit. We also noticed a topological transition in the nature of vortices in our system where vortices transitioned from point-like to filament-like as we move from 2D towards 3D. Our analysis reveals that for gases with similar densities, we always recover a critical phase transition temperature that is lower in 2D than in 3D. The analysis performed within this chapter was submitted and accepted to the Physical Review Research journal and is due to be published shortly [192].

In Chapter 5, we modify our trapping geometry in order to investigate the propagation of sound across dimensionalities. Here we found close agreement with previous works [26, 27] in the framework of a BKT phase transition temperature in the 2D limit. However, when temperature is normalised to a numerically-extracted transition temperature, we found no continuity in the second sound speed across the phase transition. Instead a characteristic transition to overdamping occurs at the numerically-extracted phase transition temperature. Meanwhile, at the 3D limit of our work, approximated by $\Lambda=50$, we find a similar behaviour in the sound, deviating towards a slightly lower speed at the transition. Moreover, we find that the damping rate is also modified by the dimensionality of the system. For tightly confined systems there is a globally higher damping rate and a smoother increase in the rate as we approach the phase transition from below. In the opposite dimensional limit, there is a very small change in damping across temperature up until the phase transition. At this point, we measure a sharp increase in the damping rate. This modification to the damping rate and sound speed across dimensionality corresponds to an increasing quality factor for higher dimensional systems. In all cases, the quality factor falls to an order of unity at the phase transition, corresponding to an overdamped system from which one can no longer effectively measure the sound speed. The findings of this chapter are preliminary and will form the basis of a paper exploring the sound speed as a function of temperature through the dimensionality crossover from 2D to 3D.

## Further work

This thesis largely focused on the response of a weakly-interacting Bose gas to novel trapping geometries, exploring in particular microscopic roughness and dimensionality crossovers. A series of highly-efficient dedicated numerical tools have been developed and implemented. These may be applied to a multitude of various systems, allowing an exploration of a variety of trapping geometries. For example, the hybrid basis techniques we utilised could easily be adapted to study dimensionality crossovers from 3D to 1D. This would provide a greater understanding of the effects of dimensionality on the phase transition of the trapped Bose gas. Future work could take numerous directions and so we break potential avenues down into work naturally extending the two parts of this thesis on the zero temperature and finite temperature Bose gas respectively.

## Zero temperature

Using the insights from Part I, we could explore the effects of a more accurate model for superfluid helium, where the strong nonlocal interactions, inducing a roton minimum, may cause a significant deviation from the results we observed here in Chapter 2. While this is absent from the GPE model we employed, it can be simply introduced through an additional non-local term [123, 124].

Another potential avenue for further work is through a dipolar interaction term. In dipolar Bose gases [262, 263], one could use the long-range anisotropic interaction to stir $[264,265]$ the superfluid in a direction perpendicular to the rotating frame we employed. This interplay between rotation mechanisms would generate competition on the alignment of the vortex lattice. This would certainly lead to interesting dynamics and could be a novel approach to study quantum turbulence [266, 267] in dipolar gases.

In a different vein, and in analogue to recent numerical experiments which emulate classical fluid instabilities such as that of Baggaley et al [268]; we could harness roughness to act as a semi-slipping boundary layer to study a superfluid analogue of Plane-Couette flow [269, 270]. By mapping the summation of Fourier modes to a top and bottom plate and translating the surface features on just a single plate, one could effectively realise the Plane-Couette channel flow. It would be interesting to observe whether the quantised vorticity inherent to superfluids causes a significant alteration to the classical result.

## Finite temperature

The hybridised basis SPGPE we developed for use in Part II of this thesis forms an excellent foundation for the study of dimensionality. Whilst we investigated the dimensional crossover, one could also consider dimensional quenches. For instance, the dynamical properties of a system are likely to change with a sudden or gradual change in the system
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dimensionality. One would expect fascinating behaviour of vortices and their topology through a dimensional quench as they would likely transition from point-like to filamentlike, or vice versa. One could also explore temperature quenches [151, 271, 272] across the dimensional crossover. Here, the topology and dimensionality of the system trapping may significantly alter the number [273] and type of vortices generated through a Bose-Einstein condensation.Temperature quenches of the trapped Bose gas have already been numerically $[69,274]$ and experimentally $[5,275]$ investigated in harmonically-confined systems, so this work is well motivated.

We could also explore the effects of a dipolar interaction term within the finite temperature SPGPE formalism, as has been previously introduced by Bland et al [133]. The anisotropic dipolar interaction term is likely to affect the critical temperature of the phase transition, and so revisiting Chapter 4 with consideration for dipolar gases would provide fruitful insights. Not only this, but the excitation spectrum exhibiting a roton minimum is likely to significantly alter the propagation of sound, forming a natural extension of our work in Chapter 5.

Lastly, we highlight the possibility of extending our work to model the behaviour of mixtures or spin-orbit coupled Bose gases. With coherent coupling between species, the possibility to explore exotic phenomena such as quantum droplets [276], magnetic solitons [277] and even analogue gravity [278, 279] becomes feasible. An application of our numerical techniques to explore the role of dimensionality in each of these contexts would certainly reveal important and fascinating insights.

## Appendices

## Appendix A

## Density of states across geometries

It is crucial within the SPGPE framework to consider the effects of particles above the cutoff energy $E_{\text {cut }}$ when calculating observables. Here we outline how one might compute such effects for a number of common trapping configurations. Let us begin by considering a particle in a potential $V$, which represents a potential well with minimum $V=0$. Choose $V$ such that all the available states are bound states and the spectrum is discrete. Count the number of states up to an energy $E$ and call it $N_{E}$. If $E$ is much larger than the typical spacing between states, then one can define the number of states within an interval from $E$ to $E+d E$ as the quantity

$$
\begin{equation*}
d N_{E}=\frac{d N_{E}}{d E} d E \tag{A.1}
\end{equation*}
$$

where the derivative has the meaning of number of state per unit energy, or density of state:

$$
\begin{equation*}
g(E)=\frac{d N_{E}}{d E} \tag{A.2}
\end{equation*}
$$

which is a continuous function in the limit of a dense spectrum. In the same limit one can write

$$
\begin{equation*}
N_{E}=\int_{E_{\min }}^{E} d E^{\prime} g\left(E^{\prime}\right) \tag{A.3}
\end{equation*}
$$

where $E_{\min }$ is the lowest value of energy for which $g(E) \neq 0$. If a gas of noninteracting particles, in the same potential $V$, behaves in such a way that the population of the energy levels is determined by a function $f(E)$, then the number of particles which occupy states above a certain energy $E_{\text {cut }}$ is given by

$$
\begin{equation*}
N=\int_{E_{\mathrm{cut}}}^{\infty} d E g(E) f(E) \tag{A.4}
\end{equation*}
$$

In the SPGPE framework, particles above the energy cutoff $\epsilon_{\text {cut }}$ are assumed to be ideal and distributed according to Maxwell-Boltzmann statistics, and so the distribution function is
just

$$
\begin{equation*}
f(E)=\frac{1}{\left(e^{(E-\mu) / k_{\mathrm{B}} T}-1\right)} . \tag{A.5}
\end{equation*}
$$

Note that sometimes the density of states is defined as $(1 / \mathcal{V}) d N_{E} / d E$, where $\mathcal{V}$ is the volume of the system. This is useful if one wants to calculate the energy density (energy per unit volume), but this is not what we consider here.

## A. 1 Particle in a square box in two-dimensions

Consider a particle of mass $m$ in an infinite two-dimensional square box of length $L$. The spectrum is

$$
\begin{equation*}
E_{n_{x}, n_{y}}=\frac{\hbar^{2}}{2 m}\left(k_{x}^{2}+k_{y}^{2}\right)=\frac{\pi^{2} \hbar^{2}}{2 m L^{2}}\left(n_{x}^{2}+n_{y}^{2}\right), \tag{A.6}
\end{equation*}
$$

with $n_{x}$ and $n_{y}$ positive integers. Let us count the number of states with $E_{n_{x}, n_{y}} \leq E$, for a given $E$. In the space defined by the quantum numbers $n_{x}$ and $n_{y}$, the condition $E_{n_{x}, n_{y}}=E$ corresponds to a quarter of a circumference of radius $r=\sqrt{2 m L^{2} E / \pi^{2} \hbar^{2}}$ and the states satisfying the condition $E_{n_{x}, n_{y}} \leq E$ are those within the corresponding quarter of a circle. Since there is one state per unit area, the number of states is approximately given by a quarter of the area of the circle. This approximation becomes exact when the radius is large, that is, when $E$ is much larger than the typical scale $\pi^{2} \hbar^{2} / 2 m L^{2}$. This implies

$$
\begin{equation*}
N_{E}=\frac{1}{4} \pi r^{2}=\frac{m L^{2} E}{2 \pi \hbar^{2}}, \tag{A.7}
\end{equation*}
$$

from which one obtains

$$
\begin{equation*}
g(E)=\frac{d N_{E}}{d E}=\frac{m L^{2}}{2 \pi \hbar^{2}} \text {. } \tag{A.8}
\end{equation*}
$$

## A. 2 Particle in a rectangular box in two-dimensions

Proceeding as before, but with lengths $L_{x}$ and $L_{y}$ in the $x$ and $y$ directions respectively. The spectrum is

$$
\begin{equation*}
E_{n_{x}, n_{y}}=\frac{\hbar^{2}}{2 m}\left(k_{x}^{2}+k_{y}^{2}\right)=\frac{\pi^{2} \hbar^{2}}{2 m}\left(\frac{n_{x}^{2}}{L_{x}^{2}}+\frac{n_{y}^{2}}{L_{y}^{2}}\right), \tag{A.9}
\end{equation*}
$$

In the space defined by the quantum numbers $n_{x}$ and $n_{y}$, the condition $E_{n_{x}, n_{y}}=E$ now corresponds to an ellipse:

$$
\begin{equation*}
\frac{n_{x}^{2}}{L_{x}^{2}}+\frac{n_{y}^{2}}{L_{y}^{2}}=\frac{2 m E}{\pi^{2} \hbar^{2}} . \tag{A.10}
\end{equation*}
$$

The states satisfying the condition $E_{n_{x}, n_{y}} \leq E$ are those within a quarter of an ellipse with semiaxes

$$
\begin{equation*}
a=\sqrt{\frac{2 m L_{x}^{2} E}{\pi^{2} \hbar^{2}}} \text { and } b=\sqrt{\frac{2 m L_{y}^{2} E}{\pi^{2} \hbar^{2}}} . \tag{A.11}
\end{equation*}
$$

Again there is a state per unit area, so that the number of states is

$$
\begin{equation*}
N_{E}=\frac{1}{4} \pi a b=\frac{m L_{x} L_{y} E}{2 \pi \hbar^{2}}, \tag{A.12}
\end{equation*}
$$

from which one obtains

$$
\begin{equation*}
g(E)=\frac{d N_{E}}{d E}=\frac{m L_{x} L_{y}}{2 \pi \hbar^{2}} . \tag{A.13}
\end{equation*}
$$

## A. 3 Particle in a square box in three dimensions

In a 3D box of size $L$, the spectrum is

$$
\begin{equation*}
E_{n_{x}, n_{y}, n_{z}}=\frac{\hbar^{2}}{2 m}\left(k_{x}^{2}+k_{y}^{2}+k_{z}^{2}\right)=\frac{\pi^{2} \hbar^{2}}{2 m L^{2}}\left(n_{x}^{2}+n_{y}^{2}+n_{z}^{2}\right) \tag{A.14}
\end{equation*}
$$

with $n_{x}, n_{y}$ and $n_{z}$ positive integers. Let us count the number of states with $E_{n_{x}, n_{y}, n_{z}} \leq E$, for a given $E$. In the space defined by the quantum numbers $n_{x}, n_{y}$ and $n_{z}$, the condition $E_{n_{x}, n_{y}, n_{z}}=E$ corresponds to an octant of radius $r=\sqrt{2 m L^{2} E / \pi^{2} \hbar^{2}}$ and the states satisfying the condition $E_{n_{x}, n_{y}, n_{z}} \leq E$ are those within the corresponding octant. Since there is one state per unit volume, the number of states is approximately given by the volume of the octant:

$$
\begin{equation*}
N_{E}=\frac{1}{8} \frac{4 \pi r^{3}}{3}=\frac{\pi}{6}\left(\frac{2 m L^{2} E}{\pi^{2} \hbar^{2}}\right)^{3 / 2} \tag{A.15}
\end{equation*}
$$

from which one obtains

$$
\begin{equation*}
g(E)=\frac{d N_{E}}{d E}=\frac{\pi}{4}\left(\frac{2 m L^{2}}{\pi^{2} \hbar^{2}}\right)^{3 / 2} E^{1 / 2} \tag{A.16}
\end{equation*}
$$

or

$$
\begin{equation*}
g(E)=\frac{m L^{3}}{2 \pi^{2} \hbar^{3}} \sqrt{2 m E} \text {. } \tag{A.17}
\end{equation*}
$$

## A. 4 Harmonic trap in three dimensions

A particle in a harmonic potential with frequencies $\omega_{x}, \omega_{y}$ and $\omega_{z}$ has the spectrum

$$
\begin{equation*}
E_{n_{x}, n_{y}, n_{z}}=\left(n_{x}+\frac{1}{2}\right) \hbar \omega_{x}+\left(n_{y}+\frac{1}{2}\right) \hbar \omega_{y}+\left(n_{z}+\frac{1}{2}\right) \hbar \omega_{z}, \tag{A.18}
\end{equation*}
$$

where again $n_{x}, n_{y}$ and $n_{z}$ are positive integers. Since we are interested in the spectrum for large values of $E$, we can ignore the zero-point energies $\hbar \omega / 2$, which become irrelevant if the quantum numbers are large. Hence we can write

$$
\begin{equation*}
E_{n_{x}, n_{y}, n_{z}}=n_{x} \hbar \omega_{x}+n_{y} \hbar \omega_{y}+n_{z} \hbar \omega_{z} . \tag{A.19}
\end{equation*}
$$

In the space defined by the quantum numbers $n_{x}, n_{y}$ and $n_{z}$, the condition $E_{n_{x}, n_{y}, n_{z}} \leq E$ corresponds to the volume bounded from above by the planar surface having vertices on the axes in $\tilde{n}_{x}=E / \hbar \omega_{x}, \tilde{n}_{y}=E / \hbar \omega_{y}$, and $\tilde{n}_{z}=E / \hbar \omega_{z}$. The volume of such a region can be easily calculated, for instance, by integrating in $d n_{z}$ (taking $n_{z}$ as a continuous variable), from 0 to $\tilde{n}_{z}$, the area of the triangle formed by the boundaries at fixed $n_{z}$. The result is

$$
\begin{equation*}
N_{E}=\frac{1}{6} \tilde{n}_{x} \tilde{n}_{y} \tilde{n}_{z}=\frac{1}{6} \frac{E^{3}}{\hbar^{3} \omega_{x} \omega_{y} \omega_{z}}, \tag{A.20}
\end{equation*}
$$

from which one obtains

$$
\begin{equation*}
g(E)=\frac{E^{2}}{2\left(\hbar \omega_{\mathrm{ho}}\right)^{3}}, \tag{A.21}
\end{equation*}
$$

where $\omega_{\text {ho }}=\left(\omega_{x} \omega_{y} \omega_{z}\right)^{1 / 3}$ is the geometric average of the trapping frequencies.

## A. 5 Square box with transverse harmonic potential

Consider a particle confined in a square box of size $L$ along $x$ and $y$ and subject to a harmonic potential of frequency $\omega_{z}$ in the $z$ direction. The spectrum is

$$
\begin{equation*}
E_{n_{x}, n_{y}, n_{z}}=\frac{\pi^{2} \hbar^{2}}{2 m L^{2}}\left(n_{x}^{2}+n_{y}^{2}\right)+\left(n_{z}+\frac{1}{2}\right) \hbar \omega_{z}, \tag{A.22}
\end{equation*}
$$

where $n_{x}, n_{y}$ are $n_{z}$ are positive integers. Let us assume that all of them are much greater than 1 . Thus we can neglect the zero-point energy in the last term and write

$$
\begin{equation*}
E_{n_{x}, n_{y}, n_{z}}=\frac{\pi^{2} \hbar^{2}}{2 m L^{2}}\left(n_{x}^{2}+n_{y}^{2}\right)+n_{z} \hbar \omega_{z} . \tag{A.23}
\end{equation*}
$$

In the space defined by the quantum numbers $n_{x}, n_{y}$ and $n_{z}$, the condition $E_{n_{x}, n_{y}, n_{z}} \leq E$ corresponds to the volume contained in the paraboloid of revolution which is obtained by
taking the parabola

$$
\begin{equation*}
n_{z}=\frac{E}{\hbar \omega_{z}}-\frac{\pi^{2} \hbar}{2 m \omega_{z} L^{2}} n_{x}^{2}, \tag{A.24}
\end{equation*}
$$

in the $n_{x}-n_{z}$ plane and rotating it around the $n_{z}$ axis in the region where $n_{x}, n_{y}$ are $n_{z}$ are positive. This corresponds to a quarter of the volume contained in a circular paraboloid of depth $D=\frac{E}{\hbar \omega_{z}}$ and radius of the $\operatorname{rim} r=\sqrt{2 m L^{2} E / \pi^{2} \hbar^{2}}$, so that

$$
\begin{equation*}
N_{E}=\frac{1}{4} \frac{\pi}{2} r^{2} D=\frac{\pi}{8} \frac{2 m L^{2} E}{\pi^{2} \hbar^{2}} \frac{E}{\hbar \omega_{z}}=\frac{m L^{2} E^{2}}{4 \pi \hbar^{3} \omega_{z}}, \tag{A.25}
\end{equation*}
$$

from which one obtains

$$
\begin{equation*}
g(E)=\frac{m L^{2} E}{2 \pi \hbar^{3} \omega_{z}} . \tag{A.26}
\end{equation*}
$$

## A. 6 Rectangular box with transverse harmonic potential

For the case of the rectangular box with transverse harmonic confinement, we make a more detailed approach. Consider a gas of noninteracting bosons confined in a rectangular box of size $L_{x}$ along $x$ and $L_{y}$ along $y$ and subject to a harmonic potential of frequency $\omega_{z}$ in the $z$ direction. The energy spectrum is given by

$$
\begin{equation*}
E=\frac{\pi^{2} \hbar^{2}}{2 m}\left(\frac{n_{x}^{2}}{L_{x}^{2}}+\frac{n_{y}^{2}}{L_{y}^{2}}\right)+\left(n_{z}+\frac{1}{2}\right) \hbar \omega_{z}, \tag{A.27}
\end{equation*}
$$

where the quantum numbers are integers, with $n_{x}, n_{y}>1$ and $n_{z} \geq 0$. At a given temperature $T$ the mean occupation number of the energy states is given by the BoseEinstein distribution

$$
\begin{equation*}
\left\langle n_{E}\right\rangle=\frac{1}{\exp \left[(E-\mu) / k_{B} T\right]-1}, \tag{A.28}
\end{equation*}
$$

where $\mu$ is the chemical potential of the gas, which cannot be larger than the lowest energy in the spectrum. When it approaches this value, the occupation of the state with $\mathbf{n}=(1,1,0)$ diverges. Let us call $N_{0}$ the occupation of this state and write the total particle number $N$ as

$$
\begin{equation*}
N=N_{0}+N_{T}=N_{0}+\sum_{\mathbf{n}}^{\prime} \frac{1}{\exp \left[(E-\mu) / k_{B} T\right]-1}, \tag{A.29}
\end{equation*}
$$

where the sum is over all states except the lowest one.
The spacing between the energy levels is about $\hbar^{2} /\left(2 m L_{x}^{2}\right)$ and $\hbar^{2} /\left(2 m L_{y}^{2}\right)$ for states characterised by different planar wave vectors, and $\hbar \omega_{z}$ for different states of the transverse harmonic oscillator. If $k_{B} T$ is much larger than all these quantities, then the spectrum
can be considered as a continuum and the sums over the discrete index $\mathbf{n}$ can be replaced with integrals over the energy $E$. Hence, the total number of atoms becomes

$$
\begin{equation*}
N=N_{0}+\int_{E_{\min }}^{\infty} d E \frac{g(E)}{\exp \left[(E-\mu) / k_{B} T\right]-1} \tag{A.30}
\end{equation*}
$$

where $E_{\min }$ is the lowest value of energy for which $g(E) \neq 0$. In our case, $E_{\min }=\hbar \omega_{z} / 2$. Let us define the shifted energy

$$
\begin{equation*}
\tilde{E}_{\mathbf{n}}=E-\frac{1}{2} \hbar \omega_{z}=\frac{\pi^{2} \hbar^{2}}{2 m}\left(\frac{n_{x}^{2}}{L_{x}^{2}}+\frac{n_{y}^{2}}{L_{y}^{2}}\right)+n_{z} \hbar \omega_{z} \tag{A.31}
\end{equation*}
$$

and the shifted chemical potential $\tilde{\mu}=\mu-(1 / 2) \hbar \omega_{z}$, so that

$$
\begin{equation*}
N=N_{0}+\int_{0}^{\infty} d \tilde{E} \frac{g(\tilde{E})}{\exp \left[(\tilde{E}-\tilde{\mu}) / k_{B} T\right]-1} \tag{A.32}
\end{equation*}
$$

In order to calculate the density of states one can explicitly count the states up to a given energy $\tilde{E}$ and then take the derivative of this number with respect to $\tilde{E}$. In the space defined by the quantum numbers $n_{x}, n_{y}$ and $n_{z}$, where there is one state per unit volume, the condition $\tilde{E}_{\mathbf{n}} \leq \tilde{E}$ corresponds to the volume contained in the elliptic paraboloid which has a depth $D=\tilde{E} / \hbar \omega_{z}$ and whose rim is an ellipse defined by the equation

$$
\begin{equation*}
\frac{n_{x}^{2}}{L_{x}^{2}}+\frac{n_{y}^{2}}{L_{y}^{2}}=\frac{2 m \tilde{E}}{\hbar^{2}} \tag{A.33}
\end{equation*}
$$

with semiaxes

$$
\begin{equation*}
a=\sqrt{\frac{2 m L_{x}^{2} \tilde{E}}{\hbar^{2}}} \text { and } b=\sqrt{\frac{2 m L_{y}^{2} \tilde{E}}{\hbar^{2}}} . \tag{A.34}
\end{equation*}
$$

The volume containing the states below $\tilde{E}$ is a quarter of the volume of the paraboloid, so that

$$
\begin{equation*}
N_{\tilde{E}}=\frac{1}{4} \frac{\pi}{2} a b D=\frac{\pi}{8} \frac{2 m L_{x} L_{y} \tilde{E}}{\pi^{2} \hbar^{2}} \frac{\tilde{E}}{\hbar \omega_{z}}=\frac{m L_{x} L_{y} \tilde{E}^{2}}{4 \pi \hbar^{3} \omega_{z}} \tag{A.35}
\end{equation*}
$$

Then, by taking the derivative, one obtains

$$
\begin{equation*}
g(\tilde{E})=\frac{m L_{x} L_{y} \tilde{E}}{2 \pi \hbar^{3} \omega_{z}} . \tag{A.36}
\end{equation*}
$$

It is worth noticing that the density of states in our hybrid trap turns out to be equal to the density of states of a purely 2D rectangular box as given by Eq. (A.13) (which does not depend on the energy), multiplied by the number of transverse states below the energy $\tilde{E}$, which is $\tilde{E} / \hbar \omega_{z}$. Note that this hybrid box-harmonic potential has three typical
energy scales: the two scales associated to the box, $\hbar^{2} /\left(2 m L_{x}^{2}\right)$ and $\hbar^{2} /\left(2 m L_{y}^{2}\right)$ and the one associated to the transverse harmonic confinement, $\hbar \omega_{z}$. The result Eq. (A.26) is valid if $E$ is much larger than all of them. In this case, the density of states turns out to be equal to the density of states of a 2D rectangular box, as in Eq. (A.13), times the number of transverse states within the energy $E$, which is $E / \hbar \omega_{z}$. This follows from the fact that, for each $n_{z}$, there exists a dense set of planar waves with different $k_{x}$ and $k_{z}$, and all those sets (whose wave functions can be distinguished by the number of nodes in the $z$ direction) equally contribute to the density of states.

Care must be taken in cases where the transverse confinement is tight and the relevant range of energy $E$ is of the order of $\hbar \omega_{z}$ or even smaller. In this situation, only one or a few values of $n_{z}$ have to be considered, the zero-point energy cannot be ignored, and the transverse spectrum cannot be approximated with a continuum. Let us rewrite the energy spectrum given by Eq. (A.27) in the form

$$
\begin{equation*}
E_{n_{x}, n_{y}, n_{z}}-\frac{\hbar \omega_{z}}{2}=\frac{\pi^{2} \hbar^{2}}{2 m}\left(\frac{n_{x}^{2}}{L_{x}^{2}}+\frac{n_{y}^{2}}{L_{y}^{2}}\right)+n_{z} \hbar \omega_{z} \tag{A.37}
\end{equation*}
$$

Now we remember (from the solution of the Schrödinger equation) that the lowest value of the integers $n_{x}$ and $n_{y}$ is 1 , while the lowest value of the quantum number $n_{z}$ of the harmonic potential is 0 . This means that the lowest energy in the spectrum is $\hbar \omega_{z} / 2$ plus either $\pi^{2} \hbar^{2} / 2 m L_{x}^{2}$ or $\pi^{2} \hbar^{2} / 2 m L_{y}^{2}$ depending on which length is larger between $L_{x}$ and $L_{y}$. Let us suppose that both are much larger than the transverse harmonic length $\ell_{z}=\sqrt{\hbar / m \omega_{z}}$, which is equivalent to say that the spectrum of the planar states is dense on the energy scale $\hbar \omega_{z}$. This means that $g(E)$ is a staircase function, with a step every $\hbar \omega_{z}$ starting from the zero-point energy. In the extreme case where $\hbar \omega_{z}$ is much larger than any other energy scale, only planar waves with no transverse nodes are allowed and the density of state is the one of a purely 2D box Eq. (A.13). In the opposite limit, where $\hbar \omega_{z}$ is small, the steps themselves become dense, and $g(E)$ appears to increase linearly with $E$ as in Eq. (A.26). Finally, note that, in the intermediate case where $g(E)$ has a staircase shape, a gas of noninteracting particles with distribution function $f(E)$ (either Bose-Einstein or Boltzmann) is expected to have an energy density $E g(E) f(E)$ with sharp maxima whenever $E=\left(n_{x}+1 / 2\right) \hbar \omega_{z}$. Correspondingly, the momentum distribution should also exhibits spikes.

## Appendix B

## Hybrid basis SPGPE

In this appendix chapter we discuss numerical details pertaining to the simulation of the SPGPE as presented in the latter part of this thesis. We begin by discussing the protocol for independent stochastic realisations for our parameters of choice and go on to discuss the hybrid-basis formulation of the SPGPE we utilise. We then present how this is implemented upon Graphical Processing Units (GPUs) to achieve vast numerical speedup in our calculations and the specific algorithm for propagation of the wavefunction. Numerics and visualisation of the SPGPE are performed using Julia [280-282], whereby we utilise CUDA to offload calculations to a graphical processing unit (GPU) through the use of a parallelised stencil.

## B. 1 System preparation

To prepare equilibrium configurations for each value of $\Lambda$ and temperature, we evolve the system dynamically from a zero-field initial condition for a time $t \sim 500 \tau_{\gamma}$, where $\tau_{\gamma}=\hbar / \mu \gamma$. Evolving from initial condition $\psi(\mathbf{r})=0$, with a random realisation of the initial noisy field $\eta(\mathbf{r})$ is akin to an initial condition where all atoms possess initial energy larger than the cutoff energy $\epsilon_{\mathrm{cut}}$. These will then enter the coherent region at a rate governed by $\gamma$, which describes the collisional rate between atoms, until the gas reaches thermal equilibrium. Throughout this work we employ a value $\gamma=0.05$ as a reasonable estimate for our system, noting that similar values have been used in previous SPGPE simulations [27, 28, 161, 191]; nonetheless, we stress that the precise value of $\gamma$ is not relevant for the present work, as it determines the rate at which the system relaxes to equilibrium, but has little effect on the properties of the system once equilibrium is reached. We consider our simulations to be in thermal equilibrium once the number of $\mathcal{C}$-field atoms $N_{\mathcal{C}}$ and the number of atoms in the condensate mode $N_{0}$ has stabilised with minimal phase fluctuations. As can be seen in Figure B.1, the $\mathcal{C}$-field, has been evolved for long enough


Figure B.1: (a) $\mathcal{C}$-field number of atoms $N_{\mathcal{C}}$ for a single realisation at $\Lambda=5$ from zero-field to equilibrium. At select points $t \approx 5 \tau_{\gamma}, 25 \tau_{\gamma}, 180 \tau_{\gamma}, 500 \tau_{\gamma}$ highlighted with red, green, magenta and orange markers respectively we visualise the density and phase profile concurrently using transparency and colour on the $z=0$ plane in a panel bordered by the same colour. In subplot (b) we track the number of vortices $N_{\mathrm{v}}$ in this plane at early times.
such that all vortices have been annihilated and the system has a global phase coherence. To obtain distinct/independent realisations at fixed $\Lambda$ and $T$ for our subsequent stochastic analysis, we then propagate such equilibrium solution further in time with Eq. (3.21), sampling an additional realisation every $\sim 10 \tau_{\gamma}$. Such a procedure is justified under the ergodic principle, within which the time average over the evolution of a single system at equilibrium is indiscernible from the ensemble average over many different systems [283, 284]. This procedure is well adopted in the literature [127, 151, 229, 285, 286] and provides a significant speed-up in the generation of distinct equilibrium configurations for a given system. For a given $\Lambda$, we prepare between $\mathcal{N}=50-100$ realisations for each probed temperature $T$ in 10 nK increments from 10 nk up to 300 nk . This procedure gives a thermal resolution of $\pm 5 \mathrm{nK}$ in identifying critical behaviour of the phase transition across the range of $\Lambda$ we consider. A schematic of the procedure is presented in Fig. B.2. This entire procedure is completed twice, once for the simple choice of chemical potential as given by Eq. (4.1), and then again for the interpolated value which is justified in Section 4.3, based on the zero temperature sound speed in the dimensional extremes.


Figure B.2: Complete simulation procedure to generate $\mathcal{N}$ stochastic realisations of the SPGPE at a given dimensionality $\Lambda$ and temperature $T$. We begin with a zero-field condition $\Psi_{0}(\mathbf{r}, 0)=0$ and equilibrate for multiple relaxation time centuries to ensure full equilibration has been reached and extract the equilibrium wavefunction $\Psi_{\text {eq. }}$. Under the assumption of ergodicity, we can then continually propagate the wavefunction and take samples every $10 \tau_{\gamma}$. This allows us to collect independent realisations to average over whilst not having to propagate every solution from the zero field. For the equilibrium portion of this work we need not continue further. However, for Chapter 5 on sound, we then take the diverged equilibrium configurations and propagate for a further $25 \tau_{\gamma}$ in the presence of a small-amplitude sinusoidal excitation along $x$. We then remove dissipation and noise by setting $\gamma=0$ and run for a final $\hat{t}=200 \mathrm{~ms}$, collecting 500 samples of the integrated profile along the $x$-direction for each realisation.

## B. 2 Hybrid basis

To solve the SPGPE for the considered box-harmonic hybrid potential, Eq. (3.19), we adopt a novel hybrid basis composed of plane waves along the $x$ and $y$ axes and the harmonic oscillator basis along the $z$ axis. Since the SPGPE simulations are time consuming, we prefer to make the calculations faster by implementing efficient Fourier and inverse Fourier transformations in the $x y$-plane. This requires the use of periodic boundary conditions. We thus embed the physical $L_{x} \times L_{y}$ box into a slightly larger auxiliary $\mathcal{L}_{x} \times \mathcal{L}_{y}$ box. The potential outside the physical box is taken to be very large (decades larger than the chemical potential) so that the density is negligible in that region. Periodic boundary conditions are then safely applied to the auxiliary box, with no effect on the physical box due to its embedding within a region of negligible density. Typically numerical simulations are conducted entirely in a plane-wave or harmonic oscillator; to our knowledge this is the first implementation of a mixed basis SPGPE solver in the current literature. The SPGPE is numerically solved in its dimensionless form in which the physical quantities
and variables are scaled by reference length, energy and times scales, $l_{\text {ref }}, \hbar \omega_{\text {ref }}$ and $\omega_{\text {ref }}^{-1}$, respectively, according to their dimensions, and in the following the dimensionless quantities and variables are denoted by prime notation. The $\mathcal{C}$-field is expanded in the hybrid basis

$$
\begin{equation*}
\Psi^{\prime}\left(\mathbf{r}^{\prime}, t^{\prime}\right)=\sum_{\varepsilon_{p q n} \leq \epsilon_{\mathrm{cut}}^{\prime}} A_{p q n}^{\prime}\left(t^{\prime}\right) \phi_{p}\left(x^{\prime}\right) \phi_{q}^{\prime}\left(y^{\prime}\right) \varphi_{n}^{\prime}\left(z^{\prime}\right) \tag{B.1}
\end{equation*}
$$

where the dimensionless single-particle energies are

$$
\begin{equation*}
\epsilon_{p q n}^{\prime}=2 \pi^{2}\left[\frac{p^{2}}{\mathcal{L}_{x}^{\prime 2}}+\frac{q^{2}}{\mathcal{L}_{y}^{\prime 2}}\right]+\frac{1}{\Lambda}\left(n+\frac{1}{2}\right) . \tag{B.2}
\end{equation*}
$$

The wavefunctions are

$$
\begin{align*}
\phi_{p}^{\prime}\left(x^{\prime}\right) & =\left(1 / \sqrt{\mathcal{L}_{x}^{\prime}}\right) \exp \left(i 2 \pi p x^{\prime} / \mathcal{L}_{x}^{\prime}\right)  \tag{B.3}\\
\phi_{q}^{\prime}\left(y^{\prime}\right) & =\left(1 / \sqrt{\mathcal{L}_{y}^{\prime}}\right) \exp \left(i 2 \pi q y^{\prime} / \mathcal{L}_{y}^{\prime}\right)  \tag{B.4}\\
\varphi_{n}^{\prime}\left(z^{\prime}\right) & =\frac{\Lambda^{-1 / 4}}{\sqrt{2^{n} n!} \pi^{1 / 4}} H_{n}\left(\frac{z^{\prime}}{\sqrt{\Lambda}}\right) e^{-z^{\prime 2} / 2 \Lambda} \tag{B.5}
\end{align*}
$$

where $H_{n}$ are the Hermite polynomials and $p, q, n$ are integer quantum numbers with $p, q \geq 1$ and $n \geq 0$. This hybrid basis satisfies the eigen-equation

$$
\begin{equation*}
\left[-\frac{\nabla^{\prime 2}}{2}+\frac{1}{2 \Lambda^{2}} z^{\prime 2}\right] \phi_{p}\left(x^{\prime}\right) \phi_{q}^{\prime}\left(y^{\prime}\right) \varphi_{n}^{\prime}\left(z^{\prime}\right)=\varepsilon_{p q n}^{\prime} \phi_{p}\left(x^{\prime}\right) \phi_{q}^{\prime}\left(y^{\prime}\right) \varphi_{n}^{\prime}\left(z^{\prime}\right) \tag{B.6}
\end{equation*}
$$

and forms a complete set obeying the orthogonality condition

$$
\begin{equation*}
\int d \mathbf{r} \phi_{p^{\prime}}^{*}(x) \phi_{q^{\prime}}^{*}(y) \varphi_{n^{\prime}}^{*}(z) \phi_{p}(x) \phi_{q}(y) \varphi_{n}(z)=\delta_{p p^{\prime}} \delta_{q q^{\prime}} \delta_{n n^{\prime}} \tag{B.7}
\end{equation*}
$$

The amplitude of each mode in the $\mathcal{C}$-field can be expressed in the form

$$
\begin{equation*}
A_{p q n}^{\prime}\left(t^{\prime}\right)=\int d \mathbf{r}^{\prime} \phi_{p}^{\prime *}(x) \phi_{q}^{\prime *}(y) \varphi_{n}^{\prime *}(z) \Psi^{\prime}\left(\mathbf{r}^{\prime}, t^{\prime}\right) \equiv \mathcal{F}_{x, p}\left[\mathcal{F}_{y, q}\left[\mathcal{H}_{z, n}\left[\Psi^{\prime}\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right]\right]\right] \tag{B.8}
\end{equation*}
$$

where $\mathcal{F}_{x, p}$ and $\mathcal{F}_{y, q}$ denote the Fourier transform and $\mathcal{H}_{z, n}$ is the Hermite transformation. We remark here that these transforms are permutable due to the orthogonality of the utilised basis. The corresponding inverse transformation is

$$
\begin{equation*}
\Psi^{\prime}\left(\mathbf{r}^{\prime}, t^{\prime}\right)=\sum_{p, q, n} \mathcal{F}_{x, p}^{-1}\left[\mathcal{F}_{y, q}^{-1}\left[\mathcal{H}_{z, n}^{-1}\left[A_{p q n}^{\prime}\left(t^{\prime}\right)\right]\right]\right] . \tag{B.9}
\end{equation*}
$$

The Fourier and inverse Fourier transformation can be straightforwardly computed by fast Fourier transformation with homogeneous grids along $x$ and $y$ axes. The Hermite trans-
formation can be computed with the Hermite-Gaussian quadrature, a form of Gaussian quadrature for approximating the value of integrals by a summation with $n$ points, given by

$$
\begin{equation*}
\int d z^{\prime} e^{-z^{\prime 2}} f\left(z^{\prime}\right) \approx \sum_{i=1}^{n_{\max }} w_{i, n} f\left(\alpha_{i}\right) \tag{B.10}
\end{equation*}
$$

where

$$
\begin{equation*}
w_{i, n}=\frac{2^{n-1} n!\sqrt{\pi}}{n^{2}\left[H_{n_{\max }-1}\left(\alpha_{i}\right)\right]^{2}} \tag{B.11}
\end{equation*}
$$

are roots of the Hermite polynomial $H_{n_{\max }}\left(\alpha_{i}\right)$, for $i=1,2 \ldots, n$ [127, 287]. In order to compute the Hermite transformation accurately, the grid is set by $\alpha_{i}$ and is not homogeneous along the $z$-axis. Then we can write

$$
\begin{equation*}
\mathcal{H}_{z, n}\left[\Psi^{\prime}\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right]=\sum_{i} w_{i, n} \frac{\Lambda^{1 / 4} H_{n}\left(\alpha_{i}\right)}{\sqrt{2^{n} n!} \pi^{1 / 4}} e^{\alpha_{i}^{2}} \Psi\left(x^{\prime}, y^{\prime}, \alpha_{i}, t^{\prime}\right), \tag{B.12}
\end{equation*}
$$

and this can be numerically implemented through a matrix multiplication such that

$$
\begin{equation*}
\mathcal{H}_{z, n}\left[\Psi^{\prime}\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right]=\mathcal{Q} \Psi\left(x^{\prime}, y^{\prime}, \alpha_{i}^{\prime}, t^{\prime}\right) \tag{B.13}
\end{equation*}
$$

where $\mathcal{Q}$ is a block-diagonal matrix specified by Eq. (B.18). The inverse Hermite transformation is the product of the basis weight and the $n$-th harmonic basis,

$$
\begin{equation*}
\mathcal{H}_{z, n}^{-1}\left[A_{p q n}^{\prime}\left(t^{\prime}\right)\right]=A_{p q n}^{\prime}\left(t^{\prime}\right) \varphi_{n}^{\prime}\left(z^{\prime}\right) \tag{B.14}
\end{equation*}
$$

During the SPGPE evolution addressed below, the $z$-position grid is set by the roots of the Hermite polynomial with $n_{\max }=300$ in all our simulations. Besides, it is worth noting that unlike the Hermite transformation, one can reconstruct the wave function with arbitrary spatial resolution from the inverse transformation with the knowledge of $A_{p q n}^{\prime}$, and thus it will allow us to visualise the data with finer grid spacing in $z^{\prime}$.

The equation of motion of the basis amplitude $A_{p q n}^{\prime}$ for $\varepsilon_{p q n}^{\prime} \leq \varepsilon_{\text {cut }}^{\prime}$ can be obtained by the SPGPE

$$
i \frac{\partial}{\partial t^{\prime}} A_{p q n}^{\prime}\left(t^{\prime}\right)=(1-i \gamma)\left[\varepsilon_{p q n}^{\prime}+\mathcal{P}\left[G_{p q n}^{\prime}\right]-\mu^{\prime}\right] A_{p q n}^{\prime}(t)+\tilde{\eta}_{p q n}^{\prime}\left(t^{\prime}\right)
$$

where

$$
G_{p q n}^{\prime}\left(t^{\prime}\right)=\mathcal{F}_{x, p}\left[\mathcal{F}_{y, q}\left[\mathcal{H}_{z, n}\left[V^{\prime}\left(x^{\prime}, y^{\prime}\right)+g^{\prime}\left|\Psi^{\prime}\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right|^{2} \Psi^{\prime}\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right]\right]\right]
$$

is the combination of external box potential and the nonlinear term. Here, we introduced $g^{\prime}=4 \pi a_{s} / l_{\text {ref }}$ as the dimensionless interaction strength. Meanwhile the complex white
noise follows the correlation relation

$$
\begin{equation*}
\left\langle\tilde{\eta}_{i j k}^{* *}\left(t^{\prime \prime}\right) \tilde{\eta}_{p q r}^{\prime}\left(t^{\prime}\right)\right\rangle=2 \gamma \frac{k_{B} T}{\hbar \omega_{\mathrm{ref}}} \delta\left(t^{\prime}-t^{\prime \prime}\right) \delta_{p i} \delta_{q j} \delta_{n k} \tag{B.15}
\end{equation*}
$$

only for modes below the cutoff. The projector limits the modes evolved in the dynamic for modes satisfying $\varepsilon_{p q n}^{\prime} \leq \varepsilon_{\text {cut }}^{\prime}$ while higher modes could be created during the $s$-wave collision.

## B. 3 Utilisation of GPUs

When running stochastic simulations of 3D partial differential equations, one needs to find a delicate balance between generating enough trajectories for strong convergence whilst simultaneously minimising the scope of the project in terms of memory and computational runtime. The nature and scope of this project requires the running and storing of hundreds of thousands of 3D wavefunctions, thus we are met with a problem of having our simulations finish within a reasonable timeframe and storing data in a limited system. To address the former of these issues, we turn to graphical processing units (GPUs). These were originally designed to perform low-cost computational operations across many pixels simultaneously for use in computer graphics. Fortuitously, recent advances in software have allowed the use of GPUs for general-purpose programming. The mass-parallelisation of low-power compute provided by GPUs compared to the centralised high-power compute provided by CPUs can be summarised by the adage: Would you rather plow a field with two oxen, or a thousand chickens?. Of course, this prompts several responses, the most important of which is: How big is the field? In the context of compute, this corresponds to whether the time saved by developing code to speed-up calculations through GPU (coordinating chickens) is worth the time lost by simply using a CPU code (using oxen). For our case, we report a $\sim 10 \times$ speedup when utilising GPUs, which is overwhelmingly worthwhile. This project utilised NVidia Tesla V100 GPUs to offload calculations for a vast speed-up in computational speed. As a summary, this involved casting all arrays onto the GPU memory and propagating the solution there, before casting it back over to the CPU for data analysis. Whilst GPUs are efficient at performing distributed low-cost operations within their memory, they are comparatively slow in the transfer of data between system and device. As such, it is highly advantageous to cast the equation over to the device and keep it there for the duration of the simulation, minimising data transfer. This remains feasible if matrices are small enough to reside in video memory, known as VRAM. For the GPUs which we had access to for the duration of this project, we may store matrices that reside within 16GB of memory. Unfortunately, for the highly dimensional ( $\Lambda=50$ ) high temperature simulations we overwhelm the VRAM and instead require a number of
different algorithms to perform the same task, dependent on the size of the problem. The basis amplitude matrix $A_{p q n}^{\prime}$ and its inverse are generated through block diagonal sparse matrices which act upon the column-vectorised $\mathcal{C}$-field wavefunction of the form
where $\hat{Q}_{n, i}$ and $\hat{Q}_{i . n}^{-1}$ are themselves matrices of size $\left(n_{z}^{h}, n_{z}^{h}\right)$, with $n_{z}^{h}$ as the number of points in Hermite space along the transverse direction, selected via

$$
\begin{equation*}
n_{z}^{h}=\max \left(\frac{2 \epsilon_{\mathrm{cut}} \Lambda-\hbar \omega_{\mathrm{ref}}}{2 \hbar \omega_{\mathrm{ref}}}, 11\right) . \tag{B.17}
\end{equation*}
$$

A minimum value of 11 grid points is used to prevent numerical issues from the nonlinear term of the SPGPE in the 2D limit where $n_{z}^{h} \sim 1$. Specifically, $\hat{Q}_{n, i}$ and $\hat{Q}_{i . n}^{-1}$ can be thought of as matrices which transform between the spatial-domain and quantum number domain forwards and backwards respectively. They can be defined as

$$
\hat{Q}_{n, i}=\sqrt{\Lambda}\left[\begin{array}{cccc}
w_{1,1} h_{1}\left(\alpha_{1}\right) e^{\alpha_{1}^{2} / 2} & w_{1,2} h_{1}\left(\alpha_{2}\right) e^{\alpha_{2}^{2} / 2} & \cdots & w_{1, n_{\max }} h_{1}\left(\alpha_{n_{\max }}\right) e^{\alpha_{n_{\max }}^{2} / 2}  \tag{B.18}\\
w_{2,1} h_{2}\left(\alpha_{1}\right) e^{\alpha_{1}^{2} / 2} & w_{2,2} h_{2}\left(\alpha_{2}\right) e^{\alpha_{2}^{2} / 2} & \cdots & w_{2, n_{\max }} h_{2}\left(\alpha_{n_{\max }}\right) e^{\alpha_{n_{\max }^{2}}^{2} / 2} \\
\vdots & \vdots & \ddots & \vdots \\
w_{n_{\max }, 1} h_{n_{\max }}\left(\alpha_{1}\right) e^{\alpha_{1}^{2} / 2} & w_{n_{\max }, 2} h_{n_{\max }}\left(\alpha_{2}\right) e^{\alpha_{2}^{2} / 2} & \cdots & w_{n_{\max }, n_{\max }} h_{n_{\max }}\left(\alpha_{n_{\max }}\right) e^{\alpha_{n_{\max }^{2}}^{2} / 2}
\end{array}\right]
$$

where $h_{n}\left(z^{\prime}\right)=H_{n}\left(z^{\prime}\right) /\left(\sqrt{2^{n} n!} \pi^{1 / 4}\right)$ is the normalised Hermite polynomial and

$$
\hat{Q}_{i, n}^{-1}=\left[\begin{array}{cccc}
\varphi_{0}^{\prime}\left(\alpha_{1}\right) & \varphi_{1}^{\prime}\left(\alpha_{1}\right) & \cdots & \varphi_{n_{\max }}^{\prime}\left(\alpha_{1}\right)  \tag{B.19}\\
\varphi_{0}^{\prime}\left(\alpha_{2}\right) & \varphi_{1}^{\prime}\left(\alpha_{2}\right) & \cdots & \varphi_{n_{\max }}^{\prime}\left(\alpha_{2}\right) \\
\vdots & \vdots & \ddots & \vdots \\
\varphi_{0}^{\prime}\left(\alpha_{n_{\max }}\right) & \varphi_{1}^{\prime}\left(\alpha_{\left.n_{\max }\right)}\right) & \cdots & \varphi_{n_{\max }^{\prime}}^{\prime}\left(\alpha_{n_{\max }}\right)
\end{array}\right],
$$

respectively. In fact, we can write

$$
\begin{align*}
\hat{Q}_{n, i} \grave{\psi}^{(p q i)} & =\dot{A}_{(p q n)}  \tag{B.20}\\
\hat{Q}_{i, n}^{-1} \dot{A}_{(p q n)} & =\grave{\psi}^{(p q i)} . \tag{B.21}
\end{align*}
$$

where $\grave{\psi}^{(p q i)}$ and $\dot{A}_{(p q n)}$ are column-vectorised $\psi^{\prime}\left(\alpha_{i}\right)$ in real space and $A_{p q n}^{\prime}$ in energy space respectively. By definition, the relation

$$
\begin{equation*}
\hat{Q}_{n, i} \hat{Q}_{i, n}^{-1}=\hat{Q}_{i, n}^{-1} \hat{Q}_{n, i}=\hat{I} \tag{B.22}
\end{equation*}
$$

should always hold. If the total Hermite grid size $n_{x} \times n_{y} \times n_{z}^{h}$ becomes too large, we are no longer able to fit the matrices of Eq. (B.18) and Eq. (B.19) inside the GPU memory. In this event, we can store either or both of these matrices in system memory instead and transfer the wavefunction from GPU to CPU when we need these matrices to act upon it. In the context of memory, the hybridised basis we employ greatly aids on the memory footprint of our project. Since, without loss of information, we can arbitrarily choose the number of transverse homogeneous grid points $n_{\max }$ when transferring back and forth between real space and the hybrid basis. As such, we store all data in the hybrid basis with a total memory footprint of approximately 10 Terabytes.

## B. 4 Fourth order Runge-Kutta numerical integration

The numerical integration of both the GPE and SPGPE performed in this thesis employ the use of the Runge-Kutta fourth order algorithm (for a detailed derivation, see [55, $\S A .2]$ ). Consider the partial differential equation described by

$$
\begin{equation*}
\frac{\partial \psi}{\partial t}=f(\psi, t) \tag{B.23}
\end{equation*}
$$

To propagate the equation forward by a step $d t>0$, and generate $\psi\left(t_{n}\right)=\psi_{n}$ we calculate the quantities

$$
\begin{align*}
& k_{1}=f\left(t_{n}, \psi_{n}\right),  \tag{B.24a}\\
& k_{2}=f\left(t_{n}+\frac{d t}{2}, \psi_{n}+\frac{k_{1}}{2}\right),  \tag{B.24b}\\
& k_{3}=f\left(t_{n}+\frac{d t}{2}, \psi_{n}+\frac{k_{2}}{2}\right),  \tag{B.24c}\\
& k_{4}=f\left(t_{n}+d t, \psi_{n}+k_{3}\right), \tag{B.24d}
\end{align*}
$$

which are then used to propagate the solution forward one timestep such that

$$
\begin{equation*}
\psi_{n+1}=d t\left(\psi_{n}+\frac{k_{1}}{6}+\frac{k_{2}}{3}+\frac{k_{3}}{3}+\frac{k_{4}}{4}\right)+\mathcal{O}\left(d t^{5}\right) . \tag{B.25}
\end{equation*}
$$

For simulations of the GPE in Chapter 2, we employ a fixed step size of $d t=0.01$ in dimensionless time units, whereas for the SPGPE simulations of Chapter 4 and Chapter 5 we utilise a time step which varies across dimensionalities but is typically $\mathrm{d} t \sim \mathrm{~d} x \mathrm{~d} y \Lambda / 2$.
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